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Abstract

Recruitment is a pervasive activity of life that is at the center of novelty generation and persistence. Without recruitment, novelties cannot
spread and biological systems cannot maintain identity through time. Here we explore the problem of identity and change unfolding
in space and time. We illustrate recruitment operating at different timescales with metabolic networks, protein domain makeup, the
functionome, and the rise of viral ‘variants of concern’ during the coronavirus disease 2019 (COVID-19) pandemic. We define persistence
within a framework of fluxes of matter-energy and information and signal processing in response to internal and external challenges. A
‘triangle of persistence’ describing reuse, innovation and stasis defines a useful polytope in a phase space of trade-offs between economy,
flexibility and robustness. We illustrate how the concept of temporal parts embraced by the perdurantist school provides a processual 4-
dimensional ‘worm’ view of biology that is historical and atemporal. This view is made explicit with chronologies and evolving networks
inferred with phylogenomic methodologies. Exploring the origin and evolution of the ribosome reveals recruitment of helical segments
and/or large fragments of interacting rRNA molecules in a unification process of accretion that is counteracted by diversification. A
biphasic (bow-tie) theory of module generation models this frustrated dynamics. Finally, we further elaborate on a theory of entanglement
that takes advantage of the dimensionality reduction offered by holographic principles to propose that short and long-distance interactions
are responsible for the increasingly granular and tangled structure of biological systems.

Keywords: Evolution; gene ontology; hierarchical modularity; horizontal exchange; endurantism; persistence; metabolic networks;
molecular evolution; molecular functions; origin; perdurantism; proteome; ribosome

1. Introduction

Advances in molecular, structural, genomic and evo-
lutionary biology have made clear that the molecular
makeup of cells and viruses is a historical patchwork, a fact
that complicates the definition of biological systems. The
most widespread and deepest evolutionary transformations
involve the process of recruitment, the reuse of gradually
accumulating molecular innovations to perform functions
in different molecular and cellular contexts [1,2]. Evolu-
tionary genomics has also shown that molecular reuse oc-
curs in different temporal contexts [3]. This patchwork-
generating process of co-option extends to all levels of bio-
logical complexity, from loop motifs and domain structures
in proteins to the structure of populations and the diver-
sity of complex biological behaviors. The origin and om-
nipresence of recruitment however has not been explained
in evolutionary biology, nor has its many philosophical dif-
ficulties been analyzed. In fact, the problem of recruit-
ment interfaces with the central problem of maintaining
identity through space and time, an issue already known
to Presocratic scholars such as Parmenides, Heraclitus and
Empedocles more than two millennia ago as exemplified
by the poems of the Strasbourg papyrus [4]. We have ad-

dressed the problem of recruitment within a framework of a
4-dimensional space-time ‘worm’ theory of entangled tem-
poral parts [5]. Here we extend our initial verbal elabora-
tions. First, we describe how pervasive is recruitment in
biology with a number of genomic biology examples. Sec-
ond, we show recruitment is just one (but central) strategy
of several operating in a triangle of persistence. Third, we
discuss how the concept of temporal parts can help under-
stand persistence, recruitment and evolutionary accretion.
Finally, we introduce a theory of entanglement, which can
be dissected and tested with networks.

2. Recruitment
Phylogenomic analysis of molecular structures and

functions, both of which are highly conserved in evolu-
tion, provide decisive evidence of widespread recruitment
across biological and temporal scales. Construction of evo-
lutionary chronologies and evolving networks have been
used for example to test the age of component parts of bi-
ological systems and their interrelationships and dissect re-
cruitment patterns in evolution [3]. Chronologies arrange
parts or interactions in the order of their temporal or ir-
reversible occurrence. Networks generally model inter-
actions between components of a system with graphs, in
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which vertices (nodes) describe parts and lines (links) de-
scribe pairwise interactions between them. Value functions
are often mapped onto the nodes and links of the networks.
Chronologies and networks reveal evolutionary patchworks
in the makeup of the ribosome [6,7], the proteome [8–10],
or the functionome [11,12]. We here illustrate the central
evolutionary role of recruitment with metabolic networks,
protein domain makeup, the functionome, and the muta-
tional landscape of viruses.

2.1 Recruitment in Metabolism

The existence of recruitment in metabolic evolution
was already intimated by the early observation that en-
zymes with homologous β/α fold structures catalyzed sim-
ilar metabolic reactions across metabolic pathways [13,14].
These types of structural assignments were soon extended
to the entire set of the small molecule metabolic path-
ways of Escherichia coli [15,16]. The studies revealed
widespread recruitment of structural domains in single do-
main and mutidomain enzymes present in the proteome of
the bacterial model organism. Evolutionary genomic re-
search later confirmed the validity of the patchwork recruit-
ment model of metabolic evolution [17–19]. The avail-
ability of a larger number of proteomes enabled to trace
the time of origin (age) of enzyme domains on the net-
works of metabolic pathways, visualized as color diagrams
in the Metabolic Ancestry Network (MANET) database
[17]. This was made possible by the reconstruction of
phylogenomic trees of protein domains [20] and the abil-
ity to build evolutionary chronologies (reviewed in [3]).
In a later database update and study, evolutionary patterns
of domain recruitment were sorted out with an algorithm
that derives the most plausible ancestry of an enzyme from
structural and evolutionary annotations [18]. The analysis
indicated that recruitment of ancient domain structures in
modern enzymes was widespread. More recently, MANET
3.0 was used to systematically trace the age of enzyme do-
mains inmetabolic networks [19]. Domains were defined at
lower ‘fold family’ level of structural granularity and their
times of origin (ages) were reconstructed using structural
information present in 8127 proteomes from organisms and
viruses. Fig. 1 shows a collage of the 148 metabolic sub-
network diagrams of MANET 3.0 with domain age colored
onto enzymatic functions defined by Enzyme Commission
(EC) classification. A patchwork is evident in most sub-
networks, showing there is little repetition of domain struc-
tures or ages of enzymes in consecutive enzymatic steps. A
full blown ‘purine metabolism’ subnetwork makes that ev-
ident. The analysis revealed that other types of patterns in
metabolic pathways were rare, including retro-evolving and
forward-evolving pathways that would support alternative
evolutionary scenarios of metabolic growth [21]. Multiple
assignments of ages to enzymatic activities also revealed
that enzymes were patchworks of structural domains of dif-
ferent origins.

2.2 Recruitment in Proteins and Proteomes

Domains are the structural, functional and evolution-
ary units of proteins [22–24], the collective of which make
up proteomes. For that reason, the evolution of the pro-
teome of an organism can be studied through the domain
makeup of its protein constituents. Reconstructing a phy-
logenomic tree of proteomes and tracing changes of occur-
rence or abundance of protein domains along its branches
revealed a wide spectrum of domain gains and losses oc-
curring throughout the entire tree of life [25]. Consistently,
domain gains overshadowed domain losses in all superk-
ingdoms of life supporting a central and pervasive trend
of growth in protein evolution. This gain and loss ‘yin-
yang’ resulted in proteomes being highly dynamic evolu-
tionary patchworks of component parts harboring differ-
ent histories. Significant contributors to this patchwork
are processes of domain rearrangement that are responsi-
ble for the large diversity of multidomain proteins, includ-
ing recombination and duplication of genes. Since a sig-
nificant number of proteins have more than one domain in
their structural makeup [26], domains appear in different
molecular contexts, individually or combined with other
domains. This ‘domain organization’ often enhances the
molecular functionality of proteins and proteomes. Do-
main organization, in itself, reveals the central evolution-
ary role of domain recruitment in protein evolution. Study-
ing how domain organization unfolds in proteins and pro-
teomes along a timeline makes recruitment evident. Fig. 2
for example illustrates how a time series of networks that
link domains and supradomains tomultidomain nodeswhen
proteins share domain makeup make evident a chronology
of domain organization [10]. Evolving networks formal-
ize various episodes of domain recruitment by establish-
ing links between nodes describing the domain makeup of
protein architectures. Network chronologies reveal bipha-
sic patterns of network recruitment and growth in which
younger architectures coopt older counterparts in a ‘com-
binatorial ‘big bang’ that occurred two-thirds of the way in
protein evolution.

2.3 Recruitment of Molecular Functions

Biological functions are the actions of biological
‘agents’, cellular entities such as those encoded in genes.
These actions are observables that are actively occurring
(‘occurrents’). They represent ‘activities’, which have a
beginning and an end. Their life however extends when
activities are defined at high levels of abstraction. For ex-
ample, modern metabolism as a whole is a universal activ-
ity that originated with proteins and is still ongoing on our
planet. The Gene Ontology (GO) database has standard-
ized the functional annotation of genes [27]. This annota-
tion involves developing a controlled and species-neutral
vocabulary of ontological terms describing the molecular
functions (mf ), biological processes (bp) and cellular com-
ponents (cc) of cellular life. GO mf terms describe activ-
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Fig. 1. Visualizing recruitment in metabolic networks. The Molecular Ancestry Network (MANET) database (https://manet.illinois
.edu) ‘paints’ times of origin (age) of structural domains onto enzymes of metabolic pathways (Mughal and Caetano-Anollés 2019). A
collage of the 148 subnetwork diagrams of MANET 3.0 (in the top) and the oldest subnetwork, NUC00230 purine metabolism (in the
bottom), highlight how pathways are enzymatic patchworks of different evolutionary ages. The database makes use of domain, enzyme
and pathway information from the SCOP, PDBsum and KEGG databases, respectively, and evolutionary information in the forms of a
color scale of ages derived from structural phylogenomic analyses. The domains of the oldest enzymes are colored in bright reds and the
most recent in dark blues.
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Fig. 2. Evolution of domain organization in proteins visualized with a time series of composition networks (CX) in radial layout.
(A) Proteins have ‘architectures’ defined by their ‘structure’ (the folding of constituent domains in 3-dimensional space) and their ‘orga-
nization’ (the combinatorial ordering of domains along the polypeptide chain). Here we use the term supradomain as a sub-combination
of domains that is sometimes repeatedly present in the architectural census and its modular role can be explored with networks of do-
main organization. (B) CX networks link domains and supradomains to multidomain nodes when proteins share domain makeup. A
total of 6162 nodes appear in evolving networks. They represent protein architectures defined at SCOP fold superfamily level that were
surveyed in a phylogenomic census of 749 proteomes drawn from the three superkingdoms of life. Only 10 snapshots of CX network
growth are shown out of 169 networks corresponding to individual time events of the evolutionary chronology. Networks are indexed
with evolutionary age (nd) of architectures, event number, and number of architectures present at each time event. Ages range from 0
(origin of architectures) to 1 (the present) and evolving networks grow from left to right as time progresses and architectures accumulate
in evolution. Tuckey boxplots below networks describe network connectivity measured as node outdegree or indegree along the 169 time
events. These plots provide a view of chronological accumulation of links between accumulating architectures, which portray protein
recruitment events.

ities that occur at the molecular level (e.g., ‘catalytic ac-
tivity’ [GO:0003824], ‘transporter activity’ [GO:0005488])
performed by individual genes products or by assembled
molecular complexes (see Supplementary Table 1 for ex-
ample GO term definitions). Note that these activities are
not the molecular entities themselves and do not specify
where, when, or in what context the action takes place.
GO bp terms describe series of events arising from the ac-
tivity of one or more molecular functions. These biologi-
cal processes are collectives of distinct steps enabled by a
repertoire of GO mf terms. For example, the ‘pyrimidine
nucleotide metabolic process’ [GO:0006220] is defined as
chemical reactions and pathways involving a pyrimidine
nucleotide. Similarly, ‘signal transduction’ [GO:0007165]
is a cellular process in which a signal is conveyed to trig-
ger a change in the activity or state of a cell. These ex-
ample bp terms require the action of an ensemble of mf
terms. Finally, GO cc terms describe components that are
part of larger objects, such as groups of gene products asso-
ciated with common functions of the cell (e.g., ‘ribosome’
[GO:0005840]) or an anatomical cellular structure (e.g. nu-
cleus [GO:0005634]).

Given different levels of GO abstraction, the relation-
ship of GO terms is not only hierarchical but also complex.
It can be organized into an integrated object-oriented ar-
chitecture that can improve the usability of GO terms and

the depth of information they contain [28]. GO terms in-
duce a tree-like network structure, in which each of the
root terms for bp, mf and cc networks unfolds into an
independent directed acyclic graph (DAG) where more
specialized lower-level ‘child’ terms (e.g., ‘ATP binding’
[GO:0005524]) can be connected with multiple higher-
level ‘parents’ representing broader functional categories
(e.g., ‘binding’ [GO:0005488]) [27]. We note however that
annotations begin at the lowest level by assigning GO ‘ter-
minal’ terms (the lowest in the hierarchy) to genes and then
building the DAG structure by associating these terms to
higher level GO terms. In this regard, a series of levels
of GO classification (level 1, level 2, level 3, …) can be
indexed with AmiGO (http://amigo.geneontology.org/ami
go), currently an Apache Solr open-source document store
of GO information. In a series of classification rounds, level
1 terms are linked directly to the root GO term, level 2 terms
are defined as child nodes of level 1 terms, and so on until
reaching the terminal GO level. Using this strategy, a cen-
sus of GO terms at these levels in proteomes can be used to
reconstruct phylogenomic trees describing the evolution of
GO terms and functionomes [11,12]. These analyses pro-
duced a natural history of molecular functions that could be
inferred directly from GO data. Unfolding the DAG while
mapping level GO mf terms along evolutionary chronolo-
gies for each level revealed a host of interesting recruitment
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Fig. 3. A gene ontology (GO) network connects different levels of hierarchical organization of ‘molecular functions’ in a tree-
like network structure known as the direct acyclic graph (DAG). Nodes represent GO terms and connections represent associations
between lower level (child terms) and higher-level terms (parents). The lowest level involves ‘terminal terms’. In the network, GO terms
at each level are sorted by time of origin (nd), with time (age) flowing from nd = 0 to nd = 1. The crisscross patterns define a biphasic
structure, which reveals the recruitment of ancient and modern functions throughout the timeline.

patterns (Fig. 3). Level 1, 2 and 3 GO terms accumulated
linearly in the timeline at similar levels (R2 = 0.94–0.98)
but there was a frustrated interplay between occurrence and
abundance of GO terms [12]. For example, the occurrence
of individual terms ‘boomed’ quite late in the chronology
but the newly appearing terms showed lower levels of oc-
currence, probably the result of not having enough time
to accumulate in increasingly restricted organismal groups
along branches of the Tree of Life. This frustrated inter-
play resulted in hourglass patterns of recruitment produc-
ing crisscross patterns in the DAG that resulted for example
from older level 1 terms connecting to level 2 terms appear-
ing throughout the timeline, and younger terms coopting
ancient functions (Fig. 3).

2.4 Recruitment of Mutations in the Proteomes of Viruses

One useful strategy to study the emergence of evolu-
tionary novelties and their recruitment in real-time is to take
advantage of viral pandemics, especially those caused by
RNA viruses [29]. RNA viruses are considered the most
common etiological agents of human disease, likely be-
cause of their exceptionally short generation times, high in-
fection rates, large populations, high replication error rates,
and high levels of mutation and recombination [30]. These
properties make them ideal to study viral evolution. Each
newly replicated viral genome will carry an average of 1–2
mutations when aligned with the parental sequence. This
genetic diversity manifests in the expanding virus popula-
tion as a ‘viral quasispecies’, a dynamical collective of viral
variants that show genetic linkage through mutation, have
shared functions, and collectively contribute to the charac-
teristics of the entire population [31].
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We are currently studying genomic change in SARS-
CoV-2, the noxious agent of the ongoing coronavirus dis-
ease 2019 (COVID-19) pandemic. Millions of genomic se-
quences carefully curated by the GISAID repository [32]
are being sampled worldwide to study mutation pathways
and seasonal behavior of the virus [29,33–35]. The appear-
ance and accumulation of amino acid variants in the ~30
proteins that make up the viral proteome are then surveyed
to identify mutations that are becoming fixed and those that
are lost in the expanding virus population. One particular
focus has been mutations that are part of haplotypes (muta-
tion sets that are inherited together) and are linked to sea-
sonal behavior. An initial analysis during the first wave of
the pandemic (April 2020) revealed that a first haplotype of
four mutations was overtaking the viral population world-
wide [33]. This haplotype included the D614G mutation
of the spike protein (S-protein) and the P323L mutation of
the NSP12 polymerase, which are currently present world-
wide in most viral isolates. The haplotype is believed to
have increased infectivity by enhancing the flexibility of
the spike protein. In fact, D614G breaks a D614-T859 side
chain hydrogen bond between the neighboring S1 and S2
subunits of pairs of the three protomers of the spike en-
hancing flexibility and subunit interactions [36]. It also
interacts with residues K854 and Y837 of the fusion pep-
tide (FP) region contributing to linkage and/or allostery be-
tween the subunits [37]. We also identified pathways of
mutational change associated with regions of protein flex-
ibility and intrinsic disorder [32]. Some of these regions
involved amino acid variants now fixed in the ‘variant of
concern’ (VOC) Omicron that has overtaken the viral popu-
lation worldwide, including an haplotype of two mutations
associated with the intrinsically disordered domain linker
of the nucleocapsid protein [35]. VOCs are variants of the
virus exhibiting a characteristic constellation of mutations
associated with statistically significant and experimentally
verified increases in clinical or epidemiological criteria of
significance (e.g., virus transmissibility). VOCs appeared
for the first time at the end of 2020 and have been dis-
placing each other since their inception while retaining se-
lected amino acid substitutions and haplotypes. Fig. 4A
(Ref. [35]) for example shows a network of VOCs uni-
fied by mutations in the S-protein that are shared between
them. Mutation D614G is shared by all 10 VOCs, E484K
is shared by 7, and N501Y and P681R by 5. The network
reveals that the current VOCOmicron, which first appeared
in South Africa in late 2021, harbors the most complex
mutation constellation known so far, including all of the
widely shared mutations mentioned above. Remarkably,
the network also reveals that VOC Mu, which appeared in
South America early in 2021 and vanished by the end of
the year, established cryptic but common sharing routes be-
tween all VOCs. These patterns can only be explained by
pervasive recruitment of mutations benefiting viral spread
and infection. The Venn diagram of Fig. 4B describes how

VOCOmicron has now collected 13 haplotypes in Australia
alone, 4 of which were directly recruited from the once
highly abundant VOCs Alpha and Delta [35]. These 4 hap-
lotype recruitments involved 15 markers, most of which af-
fected regions of flexibility and intrinsic disorder, including
an haplotype of 3 deletions (H69del, V70del and Y144del)
affecting exclusively the N-terminal domain (NTD) of the
S-protein. We found that the NTD harbors a galectin-like
fold structure responsible for a hemisphere-dependent sea-
sonal pattern that was driven by mutational bursts and was
consistent with a marked seasonal behavior of COVID-19
[29]. Remarkably, our exploration of differences in muta-
tion accumulation of haplotypes and free-standing markers
in regions of Australia that span different latitudes reveal a
rationale behind the emergence of VOCs [35]. The noisy
rise of haplotypes by recruitment and molecular optimiza-
tion involved gradual coalescence into monolithic constel-
lations that were only decoupled by virus seasonality. Thus,
recruitments appear tailored by the seasonal periodicities
of the planet that arise from Earth’s tilted axis relative to
the plane of its orbit. Our expectation is that COVID-19
outbreaks will soon follow those of other ‘winter’ viruses,
which move across the Earth every year along a sinuous
curve parallel to the ‘midsummer’ curve of solar radiation.

Fig. 4. Recruitment of mutations in the proteomes of Variants
of Concern (VOCs) appearing in the evolving SARS-CoV-2 vi-
ral population. (A) A network of VOCs unified by the number
of amino acid substitutions in the spike protein shared by the viral
groups. Data was acquired from the CoVariants site of GISAID.
Note that the worldwide spread of VOC Omicron (lineage BA.1)
was already massive at the time of the studies of both panels (Jan-
uary 15, 2022). (B) Venn diagram describing how mutations and
haplotypes have been recruited by VOCOmicron from the mutant
constellations of VOCs Alpha and Delta in Australia. The area of
ovals is proportional to the number of mutant markers. Markers
and haplotypes in eachVenn group are numberedwithout or within
parentheses, respectively. Data from ref. [35].
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3. Persistence
Recruitment constitutes a pervasive activity of struc-

tured entities (things) that persist (persistents). Biological
systems are structured entities [5]. The interaction, behav-
ior and goals of subsets of parts of these systems may be
different from the rest. Biological systems are also per-
sistent. They maintain identity through time. Persistence
embodies for example the temporal continuance of a struc-
tural feature or lineage. Structural features can be varied
(e.g., molecular, functional, physiological, behavioral) and
often involve ‘modules’ (e.g., protein structural domains,
RNA junctions, cells), sets of integrated (coordinated) parts
of the system that cooperate to perform a task and interact
more extensively with each other than with other parts and
modules of the system. Cells for example are modules of
organisms such as bacteria or multicellular fungi, plants or
animals. Because modules are structured entities that are
highly conserved in evolution, they are easily recruited to
perform related but different tasks. Neuronal cells for ex-
ample have been classified into distinct cell types on the
basis of structural, physiological and genetic characteris-
tics, and in recent efforts on the basis of their transcrip-
tomes (known as cellular t-types) [38]. These classifica-
tions reflect their performance of different functional tasks.
In contrast, structural lineages involve sequences of struc-
tural features reflecting temporal change or unified by an
evolutionary theme (e.g., those that descend from ances-
tors). Lineages include sequences or structures of related
nucleic acids or proteins, evolving networks and cellular
structure, or evolving cellular organisms or viruses. Struc-
tural features and lineages within the GO framework for
example correspond to molecular functions and biological
processes, respectively.

The driving forces of biological processes are in trade-
off relationships and can be better described within a frame-
work of a ‘triangle of persistence’ [39]. This triangle de-
scribes the impact of the environment on the persistence
of a biological system and its modular parts. Note that the
environment represents an influence that is external to the
system and takes the form of a ‘suprasystem’, a system that
embeds the open system under study and acts as a refer-
ence. Trade-offs exist when one trait cannot increase with a
decrease in another [40]. These trade-offs are often caused
by restrictions in matter-energy and information flows that
unfold in spacetime and constrain the functioning and evo-
lution of the biological system over the system’s initial and
boundary conditions. Constraints are here defined as his-
torical imprintings that result from increasing molecular,
cellular and higher-level structure in biological systems as
well as emergent layers of biological organization. Tack-
ing advantage of von Uexhull’s organism-centric view of
the environment [41] and Miller’s general theory of living
systems [42], the ‘triangle of persistence’ framework maps
a budget of matter-energy costs of a system to an ‘econ-
omy’ axis and the system’s perception of the environment

to both an ‘umwelt’ axis of ‘flexibility’ and a ‘gap’ axis
of ‘robustness’ [39]. Here, the umwelt (‘the world around
us’) corresponds to the totality of signals that undergo sen-
sory processing. In turn, the gap reflects signals that are
not perceived and cannot be processed but that indirectly
impact robustness through redundancy and reliability of in-
ternal constituents. The sum of umwelt and gapmake up the
totality of signals, the ‘scope’ of a system, which reflects
unique experiences (genetic, epigenetic, physiological, be-
havioral) triggered by unique environmental (suprasystem)
changes impinging on that system. Signals (also known as
signs) are here defined as semiotic entities that communi-
cate a meaning and are causally related to objects (e.g., bi-
ological entities) through interpretation of some sort.

Fig. 5 summarizes the theoretical approach. In the
economy-flexibility-robustness trade-off (phase) space of
performance of the figure, the economy vertex reflects the
budget of matter-energy costs of a system, the flexibility
vertex describes structural and functional mechanisms re-
quiring processing of information needed to respond and
adapt to internal and external challenges, and the robust-
ness vertex embodies mechanisms that use information to
maintain structure and function in the face of environment-
induced damage and change. The spheres in the triangle
diagrams depict a cloud of points in the phase space that lo-
cate in Pareto fronts, boundaries in multidimensional per-
formance spaces that provide best fitness solutions. Per-
formance spaces in the triangle of persistence are world of
traits resulting from processes that associate with the strate-
gies of economy, flexibility and robustness. The geome-
tries of fitness solutions have been mathematically elabo-
rated [43]: line segments, planes or polygons arising from
trade-offs in performance spaces of 2, 3 or more dimen-
sions, respectively.

Biological systems operate by using concrete entities,
which cost matter and energy to produce and maintain.
These entities must arise as biological novelties at some
point in evolution and must be made persistent by incur-
ring in information costs. For example, a multidomain pro-
tein at some point emerged as a functional unit by coopt-
ing the structure and functions of its individual domains,
resulting in matter-energy costs associated with the synthe-
sis of the longer multi-domain protein and the maintenance
of its structure and function by mechanisms of information
dissipation (e.g., enhancing error-correction mechanisms of
proofreading). Within the context of recruitment, persis-
tence manifests as trade-offs between levels of reuse of
novelties (reuse), which are constrained by matter-energy,
and the system’s ability to introduce novelties (innovation)
and tolerate redundancy (stasis), both of which are con-
strained by information flow. These general strategies of
persistence, reuse-innovation-stasis, faithfully map to the
economy-flexibility-robustness mechanisms of the triangle
of persistence (Fig. 5B). Establishing levels of reuse implies
modulating matter-energy costs related to the reuse of indi-
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Fig. 5. Building the framework of the ‘triangle of persistence’. (A) A living system is exposed to environmental signals (scope),
that the system either perceive (umwelt) or not (gap). These signals result in vital matter-energy and information flows, which are
processed by 20 critical subsystems. Vital flows enable biological processes and functions of ‘action’ and ‘communication’ to occur.
(B) The triangle of persistence delimits a phase space of evolution-driven trade-off solutions among economy, flexibility and robustness
by mapping a matter-energy budget to and ‘economy’ axis, umwelt signals to a ‘flexibility’ axis, and gap signals to a ‘robustness’ axis
(triangle in the top). The flexibility axis measures structural and functional mechanisms that process information needed to respond to
internal and external challenges. The robustness axis measures mechanisms that use information to maintain structure and function in
the face of environment-induced damage and change. Within the context of recruitment, the triangle of persistence unfolds as a trade-off
of reuse, innovation and stasis when the system balances matter-energy, novelty and redundancy costs (triangle in the bottom). (C)
A Menzerath-Altmann (MA) law of language exists in the structural domains of proteins, which imposes size-dependent patterns of
decreasing returns. The two-parameter law formulation describes how the average length of a domain in a protein (zk) decreases with
the number of structural domains it contains (k) as a straight line in log-log plots (R2 ranging from 0.85 to 1). Boxplots describe fitting
decay parameters b and intercepts A (when k = 1) for the proteomes of the three superkingdoms (data from [45]). Steep slopes b depict
increased patterns of decreasing returns and intercept A values reflect lengths of single-domain proteins and upper bounds (economic
strata) for the size-dependent minimization principle.

vidual novelties. The reuse of a fold structure to perform re-
lated functions for example introduces a matter-energy cost
ofmaintaining structure and function of the reused fold nov-
elty in light of stochastic effects from mutation and/or ge-
nomic rearrangements. Similarly, establishing levels of in-
novation implies modulating the evolutionary costs of gen-
erating novelties through exploration of spaces by diffu-
sion (e.g., searching for new structures and functions in the
search space of protein sequence) [44]. Here, dissipation
of information becomes a tendency of states to diversify by
random walks in a space of possibilities. Novel structures
enhance the flexibility of the system at a cost of their gener-
ation. Finally, establishing levels of stasis implies modulat-
ing the evolutionary costs of redundancy, the maintenance
of identity in a sea of stochastic change. Redundancy is a
desirable characteristic of systems because it enhances per-
sistence. It usually manifests as the repeated occurrence of
a system’s component in quantities greater that necessary
for its activity and is usually defined with respect to activity

performance. For example, the repeated use of novelties en-
sures they will not be lost by environment-induced damage
and change. The downside is the cost of maintaining redun-
dancy as redundant components are pervasively degraded
by mutational diversification. The existence of hierarchi-
cal structure and levels of organization ensures evolution-
ary constraints will counteract the degrading force, turning
redundant components into modules [44]. Thus, matter-
energy, novelty generation, and redundancy costs engage in
trade-off relationships necessary for recruitment to unfold
in evolution.

This landscape of trade-offs was recently made ev-
ident in an analysis of 60 proteomes covering all major
kingdoms of life and exploring the organization of struc-
tural domains in proteins [45]. The analysis revealed that
the lengths of domains decreased linearly with increasing
domain number, supporting the existence of a Menzerath-
Altmann (MA) law of size-dependent decreasing returns
(which follow the motto ‘the greater the whole, the smaller
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its constituents’ [46]). Fitting parameters revealed the
broadest patterns of decreasing returns present in Eukarya
and a higher push towards economy in Archaea at a lower
economic stratum (Fig. 5C). To understand drivers, a per-
sistence function P was formulated with two terms, one re-
flecting the matter-energy cost of adding domains and ex-
tending their length (PME) and the other reflecting how in-
formation present in domain length and number influence
the flexibility and robustness of the molecules (PFR) [45].
P was able to define a triangle of persistence and distin-
guish distinct strategies used by the proteomes of superk-
ingdoms. For example, both archaeal microbes and fungi
(and to a lesser degree plants) showed the largest push to-
wards molecular economy, each at its own budgetary stra-
tum. A complicated language-like behavior exists in pro-
tein structure that is constrained by universal laws and en-
gineering principles.

4. Temporal Parts
It has become clear to philosophers and bioinformati-

cians alike that space, time, identity and change are inter-
linked and that understanding these links is necessary to ad-
dress the problem of persistence. Persistence is one man-
ifestation of existence that has been the subject of deep
philosophical analysis for decades [47]. The perdurantist
philosophical school proposes that systems extend through
space by having ‘spatial parts’ in different places, and
through time, by having ‘temporal parts’ at different times
[48]. In other words, perdurantists consider things have
temporal parts and persist through both time and space by
‘perduring’. These things are 4-dimensional persisting enti-
ties (occurrents) that collectively resemble spatio-temporal
worms stretching through time and space. In contrast, en-
durantists explain systems as being wholly present at every
moment of their existence. Things persist by ‘enduring’ and
are 3-dimensional persisting entities (continuants) that only
exist in the present. While both perdurantists and enduran-
tists agree that there are perduring things (persistents), they
disagree on how things persist. Perdurantist see the world in
4-dimensions, always thinking historically or predictively.
Endurantists see the world in 3-dimensions, always focus-
ing on the mechanics of the present rather than on the his-
tory of things. Perdurantists consider all points in time are
equally real. For them, existence is tenseless (eternal), with
ocurrents existing in the past, present and the future. En-
durantists consider that only the present is real, and that
time is a transformative force. For them, time is just an
ordered series of transformation events. An alternative yet
radical flavor of temporal parts theory, ‘slice theory’ (also
known as ‘stage theory’), tries reconciliation by proposing
that things are not 4-dimensional spacetime worms but are
instead momentary slices of those worms [49]. While per-
durantists consider things have temporal part slices, each
existing at a different time (as long as things are worms
composed of related slices, i.e., identity of things can be ad-

dressed at particular [synchronic] or multiple [diachronic]
times), supporters of slice theory consider things are not the
worms but rather the slices of those worms themselves. We
note however that semantic ‘common sense’ accommoda-
tion of slice theory has been shown to make it inconsistent
and has challenged its validity in favor of the classical per-
durantist view [50].

Perdurantism appears in line withmodern physics [51]
and is more powerful in its ability to lift many philosophi-
cal objections than other philosophical explanations of ex-
istence and complexity phenomena in biology [5]. It is also
compatible with the ‘eternalist’ B-theory of time that con-
siders that all points in time are equally real events that
can be temporally ordered and enjoy the same ontologi-
cal status [52]. This tenseless view has been recently sup-
ported by modal arguments that link metaphysical, human
and language conceptualization of real time [53]. While
the perdurantism-endurantism debate has translated into ad-
dressing problems important for systematic biology (e.g.,
the species concept) or philosophy of science (e.g., ideo-
graphic versus nomothetic thinking), understanding the per-
sistence paradigm is central to the problem of recruitment.
In Caetano-Anolleś et al. [5], we described some difficul-
ties of the classical perdurantist and endurantist doctrines
(sometimes using the Ship of Theseus paradox [54]) and ex-
tended their impact to our understanding of causation and
evolution. Here we address how the concept of temporal
parts can help dissect the evolving tela vitae (web of life)
that unfolds in living systems, especially during novelty
emergence.

4.1 Temporal Parts, Growth and Change

We start by revisiting the relation between temporal
parts and change and its link to evolution. When things
change their existence changes accordingly, highlighting
what is known as the problem of change. Because the ‘prob-
lem of change’ demands an ‘explanation of change’ [47],
there is a need to explain why things change in space and/or
time to begin with. For example, a protein changes with
the passage of time without losing or gaining any of its
physical parts when its conformation changes at nanosec-
ond timescales. Similarly, a growing protein lodged in a
ribosomal channel changes with time when ribosomal ac-
tions (mechanical movement, molecular recognition, chem-
ical reactions) add a specific amino acid residue to its grow-
ing polypeptide chain at timescales of seconds. Both ex-
amples are similar but different because they involve spa-
tial and temporal changes of different type. While different
protein conformations involve a same set of physical parts
unfolding as different slices of time, the ‘elongating’ pro-
tein example appears to show temporal slices composed of
different physical parts. To clarify the difference, let us ex-
plore change in time and space. While a temporal part can
be considered simply a part of the history of a system [55],
temporal parts are also proper parts of a whole spatial en-
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tity. They are spatial (physical) things with a temporal di-
mension. Mereologically, proper parts are parts that when
combined together make up the whole, i.e., they account for
the whole entity. Temporal parts are indeed proper parts of
a succession of temporal parts. Conversely, spatial parts
are proper parts of a given temporal whole. In addition,
spatial parts are also proper parts of a temporal part. This
4-dimensional view over history is simply a consequence of
parthood and its partial ordering relationships (reflexivity,
transitivity and antisymmetry). The view also supports the
mereological ‘weaker supplementation principle’ that noth-
ing has precisely one proper part and the ‘unrestricted com-
position principle’ that for any non-empty set of things there
is a mereological fusion (a composite) of all those things.
The problem is that while things can be in more than one
place at a time (e.g., proteins can have atoms that occupy
different positions) they can also take up both space and
time (e.g., atomic positions can change in a different protein
conformation) and in doing so can gain and loose properties
(e.g., parthood relationships, shape) that characterize things
‘in and of themselves’, not in relation to anything else. This
is referred to as the problem of ‘temporary intrinsics’. In ad-
dition, the identity of temporal parts also changes in time
and space but in a relative sense because temporal parts
are part of an unfolding spatio-temporal worm regardless
of their morphing properties (e.g., conformations are differ-
ent but yet the protein is the same). In other words, while
the perdurantist view of persistence remains atemporal, the
temporal parts of an entity can be used to describe change
in time and space. This is particularly relevant for cases of
network-generating fusions or fissions, such as our previous
elongating protein example, and for growth, such as the uni-
fication of parts to form more complex biological wholes.
The addition of an amino acid to the growing polypeptide
lodged in the ribosomal tunnel adds an additional and previ-
ously non-existent physical part (an amino acid residue) to
the physical ensemble. The initial state (elongating protein
without extra residue) is a temporal part of the whole (pro-
tein holding the extra residue), even if one of its physical
parts (the extra residue) was absent. For perdurantists this is
unproblematic because the nonexistent part gains parthood
when the whole is created (addressing Plutarch’s ontologi-
cal issue of ‘things that grow’). In fact, it is actually the rela-
tional abstraction of how temporal parts make up the whole
what is important under the tenseless paradigm of temporal
parts in the past, present and future. This makes the prob-
lem of change irrelevant since explanations are confined to
parthoods and properties of temporal parts and not to trans-
formation events or mechanistic explanations of time. The
identities of worms are atemporal and the historical perdu-
rantist view allows to focus on the processes operating be-
hind change, a property that enables a processual view of bi-
ology (e.g., [56]). In contrast, endurantists reject the propo-
sition that a prior form of an elongating protein existed prior
to the addition of the extra amino acid residue. They claim

that the ‘doctrine of arbitrary undetached parts’ (DAUP),
which supports the existence of objects being part of oth-
ers, is false [57], making it illegitimate to add or subtract
parts because in doing so the objects go out of existence.
Of course, these claims of ‘eliminativism’ bring a number
of additional difficulties, which we will not discuss. In par-
ticular, both the definition of objects in abstract sense [58]
and a careful analysis of Chrysippus’ paradox [59] of Dion
and Theon [60] have been shown to nullify the falsification
of DAUP and support the idea that things survive the addi-
tion or deletion of parts.

4.2 An Example with the Origin and Evolution of the
Ribosome

Occurrents are collections of temporal parts. These
collectives help unravel processual views. Fig. 6 for exam-
ple shows a set of temporal parts making up the Eiffel Tower
and a similar set making up the ribosome. Each example
provides a valid description of a process, one describing the
construction of an engineered object, the other describing
the evolutionary construction of life’s central molecularma-
chine. Note how physical parts are added to evolving occur-
rents as both the Eiffel Tower and the ribosome molecular
core materialize with the passage of time during their ‘con-
struction’ phases (Phases 1). During their stable existence
(Phases 2), the engineered and natural objects may change
in ways our cartoon depictions may not show. For exam-
ple, the material makeup of the tower may degrade while
the ribosomal molecular ensemble may diversify. Under
the temporal parts paradigm, these changes do not detract
from the existence of an Eiffel Tower or of a ribosome. Note
that occurrents described in Fig. 6 involve temporal parts of
the past and the present. They do not involve temporal parts
appearing in the future. We consider that engineering ele-
ments of the Eiffel Tower will continue to unfold and the
history of temporal parts of the tower will eventually ma-
terialize in unanticipated ways. Similarly, levels of riboso-
mal organization will continue to unfold in the future with
recruitments and cooptions. The chronological scheme we
have presented to describe temporal parts of a developing
3-dimensional worm is general. For example, a similar col-
lection of occurrents can be used to describe the develop-
ment of a human individual, starting from the fertilization
of the egg and ending with the death and decomposition of
the human body. In these chronologies, the evolving sys-
tems can be studied by focusing on different properties. In
our example, these properties are physical component parts
(steel beams, RNA scaffolds, proteins). However, our fo-
cus could shift to function or fitness characteristics.

Perdurantists view systems as movies while enduran-
tist focus on individual still frames. The historical view of
temporal parts seeks to provide ideographic (retrodictive)
insight into processes. The mechanistic view of enduran-
tists renders nomothetic (universal) insight into the present
state of a system (a continuant). While both seek predic-
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Fig. 6. Temporal parts of both an engineered and a natural object. (A) Eiffel Tower while being constructed (Phase 1) and at an
arbitrary time during its present existence (Phase 2). (B) The ribosome of Thermus thermophilus during the origination of its universal
core (Phase 1) and at present time (Phase 2), with time depicted in billions of years (Gy). Pictures of the Eiffel Tower were retrieved
from public record. Crystallographic models of the evolving ribosome were renditions portraying likely temporal parts of the central
molecular machine of the cell.

tion from their historical or mechanistic elaborations, their
approach to exploration is different. To help unravel pro-
cessual views of biology, let us focus on the origin and
evolution of the ribosome. Ribosomes are the most cen-
tral molecular components of the cell. They are responsible
for most of protein synthesis and for facilitating the fold-
ing of emergent proteins. Ribosomes are ribonucleopro-
tein complexes typically composed of two subunits, a small
subunit (SSU) with one ribosomal RNA (16S/18S rRNA)
molecule holding ~50 universal helical structures that fold
independently into 3 major domains, and a large subunit
(LSU) typically containing 2–3 rRNA molecules (23S/28S
and 5S/5.8S rRNA) with ~100 universal helices that fold
into 6 domains and 5S rRNA. Both subunits act as scaf-
folds of numerous ribosomal proteins. The LSU structure
holds the peptidyl transferase center (PTC) responsible for
protein biosynthesis and substructures specialized in ribo-
somal mechanics and energetics such as the L1 and L7/12
stalks, the GTPase center of the central protuberance (CP),
and the α-sarcin-ricin loop (SRL). The SSU structure holds
the central ratcheting and genetic decoding mechanisms.
Our understanding of the origin and evolution of the ribo-
some has substantially increased in this past decade, espe-
cially because of the use of phylogenomic methods that can
build evolutionary chronologies (e.g., Fig. 6B; reviewed in
[7]). Analyses of ribosomal history uncovered the early
appearance of structures supporting mRNA decoding and
tRNA translocation, the coevolution of ribosomal proteins
and RNA, and a first evolutionary transition that brings ri-
bosomal subunits together into a processive protein biosyn-

thetic complex (e.g., [6]). Structural studies of tertiary in-
teractions and putative ancient insertions in rRNA, together
with statistical analysis of in-silico designed RNA rings,
complemented and enhanced these phylogenomic findings
(e.g., [61–63]).

As with the Eiffel Tower, the evolutionary origins of
the multiple components that make up the ribosome are ex-
pected to have occurred gradually in a process of accretion.
In this process of unification, individual parts are added
piecemeal to a growing whole. Construction of phyloge-
nomic trees describing the appearance of rRNA helices and
structural domains of ribosomal proteins provide decisive
evidence in support of this piecemeal model of growth [6].
Fig. 7A shows crystallographic models of subunit rRNAs
with helices colored according to their evolutionary age of
origin, showing a patchwork of colors indicative of their
gradual and complex origin. While phylogenomic data sup-
ported the rather stochastic evolutionary addition of com-
ponent parts to the growing domains of the ribosomal sub-
units, phylogenies could not clearly dissect alternativemod-
els of ribosomal growth in which molecular parts are added
separately to growing cores to produce modern ribosomal
subunits, or to separate growing substructures, which then
accreted into forming those cores. These two alternative
models (Fig. 7B) describe either a steady accretion process
or a more hierarchical alternative in which modules first
form and then combine to form more complex structure.
Both recruitment alternatives are of significance.
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Fig. 7. A patchwork of temporal parts explains ribosomal RNA (rRNA) helical structures of different evolutionary ages. (A)
Evolutionary heat maps of small (SSU) and large (LSU) subunit rRNA of Thermus thermophilus with helical structures mapped onto
their crystal structures (PDB entries 2WDK and 2WDL) colored according to their age (nd). PTC, peptidyl transferase center. Data
from [6]. (B) Alternative models of ribosomal growth showing how helical substructures depicted as spheres accrete to form molecular
wholes. Model 1 shows a continuous scheme of accretion. Model 2 depicts clumping of substructures into modules, which are then
grafted together. We note that in both models substructures can also be lost when they fail to provide structural or functional advantages
to the evolving molecular complexes. Substructral loss should be included in the models if it can be measured or retrodicted.

In recent explorations, we used structural evidence to
propose that the ancient ribosome was initially composed
of separate interacting fragments, some of which grafted
together to form larger structures [7,64]. We used pat-
terns of coaxial helical stacking present in ribosomal junc-
tions to identify roadblocks to outward growth of the rRNA
molecules that were suggestive of ancestral fragmentation
[64]. Fig. 8 describes 19 putative fragments reflecting sep-
arate structural origins in SSU and LSU rRNA molecules.
These fragments likely contributed specific functions to
the emerging ribosomal ensemble. Sequence and structure
similarities between reconstructed ancestral ribosomal seg-
ments and in vitro evolved ligase and RNA polymerase ri-
bozymes revealed ancient functional centers could have en-
dowed ligase and polymerase-like enzymatic activities to a
processive core that had common replication and translation
functions [6]. Phylogenomic data suggests this core led to
the formation of a functional ribosome during a first ma-
jor ribosomal transition that occurred 3.1 billion years (Gy)
ago [6,7]. Remarkably, many of these putative homologies
hit the most ancient helical segments of the 19 fragments
described in Fig. 8, especially the most ancient helices of
fragments 3, 6, 7, 11, 13, and 15. These results support
Model 2 of Fig. 7B in which structural modules were re-
cruited to form complex structures and functions. With ex-
ceptions (fragments 3,8, 9 and 18), the oldest helices were
in the most basal regions of the putative fragments. This
facilitated outward growth of the originating modules. The
fact that about 80% of fragments originated in basal po-
sitions closed to the termini of the fragmented molecules
is significant and validates both the phylogenomic model
and the ancestral fragment model of the ribosome. The ex-

ception could be explained by inward growth mechanisms
such as helix reformation [7]. We note that unusual ribo-
somes exist in basal eukaryotes that are made of covalently
non-continuous rRNA [65]. A crystallographic model of
the large ribosomal subunit of Euglena gracilis for exam-
ple revealed it is made of 14 discrete rRNA fragments that
assemble non-covalently into the canonical subunit struc-
ture and harbors numerous segments [66]. This shows that
in some lineages some of the fragments have not joined
into standard subunit arrangements. In fact, 5S/5.8S rRNA
may well represent a fragment that has remained separate
from the central structure despite its close interactions with
the CP structure of the LSU subunit. The idea of primor-
dial rRNA being fragmented systems was already advanced
three decades ago [67], but in general its significance has
been neglected. It clearly demands further exploration.

Historical fragmentation of rRNA structure suggests
a hierarchical structure driven by recruitment is embedded
in the emergence of the molecular system. Mapping times
of origin of the fragments in a chronology reveals signifi-
cant temporal heterogeneities in the appearance of the frag-
ments (Fig. 8C). In LSU, a clump of 4 fragments (mostly
peripheral in the modern ribosomal structure) appears early
and is followed by another clump of fragments during the
early stages of ribosomal evolution. These initial structures
are involved in ribosomal translocation, mRNA decoding,
and helicase activities. In particular, the chronology high-
lights the late appearance of the PTC structure responsible
for protein biosynthesis at the time of the major ribosomal
transition (nd = 0.3). This occurred by joining fragments
1 and 10 to form an initial 4-way junction (Fig. 8B). Re-
markably, the LSU rRNA structure of Euglena gracilis [66]
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Fig. 8. Structural analysis of ribosomal RNA (rRNA) reveals putative fragments of different origins. (A) Crystallographic model
of the large (LSU) and small (SSU) subunit rRNA (Escherichia coli; PDB entry 4V9D) with helical structures colored according to
19 segments reflecting distinct putative structural origins of the molecules. An analysis of junctions revealed 17 insertion fingerprints
suggesting inward growth or grafting of 19 fragments of different origin. (B) Fragments dissected from secondary structure models of
the LSU and SSU rRNA. The oldest helical structures of each fragment are colored according to a scale that reflects their time of origin
(age, nd). The other helical structures have ages that span the entire temporal scale but are colored in gray to highlight only the oldest
substructures. (C) Time of origins of individual fragments are mapped onto a chronology for LSU and SSU rRNA. Note the very early
and heterogeneous appearance of most putative fragments.

shows that the 5-way junction subtending the PTC is also
made of two fragments involving segments of fragments 1
and 10. The significance of hierarchy in the chronology
of temporal parts will be made explicit below, but suggests
parts can be structured in complex manner in evolving sys-
tems.

4.3 Identity and Evolutionary Change

The ribosome illustrates the centrality of parts when
describing the evolutionary persistence of systems. It also

illustrates the difficulties of defining the identity of the
evolving whole. Can we even say there was a ribosome
before the first major ribosomal transition? Perhaps the
emerging ribosome at that time was only a loose ensem-
ble of parts with a set of different functions. Chisholm [68]
introduced a mereological theory of persistence that treated
identity in a conventional (‘loose and popular’) sense. Ac-
cording to his theory, composites of parts such as those of
the growing ribosome exist in their own right (‘ens per se’)
at any moment. When these entities that have parts un-
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fold in time, they become successive composites (‘ens suc-
cessivum’) making up temporal parts. Entities also exist
through other things by convention (‘ens per alio’): “They
are ontological parasites that derive all of their properties
from other things – from the various things that do duty for
them.” [68]. While they say nothing on their own, when
entia per alio exist then entia per se must exist. Thus, the
functions of evolving ribosomal fragments derived from an-
cestral similarities can in loose and popular sense tell us sto-
ries about ribosomal evolution. In addition, a succession of
composites requires establishing how one evolves from an-
other. For that purpose, Chrisholm introduces a mereolog-
ical persistence view of direct evolution:

Persistence: ‘X evolves directly from Y (is a succes-
sor) if and only if (iff) either X is identical to Y or there is
no time at which X and Y both exist but there is a z such
that z is a part of Y at one time and z is a part of X at a later
time’.

Such definition of successors follows Frege’s ‘father-
hood’ (predecessor) relation of an ancestral relation [69]
and is used by Chisholm to highlight how parts are impor-
tant elements not only of identity but also of evolutionary
change. The definition however explains persistence im-
perfectly and does not provide a directionality of change
that would establish the flow of time. Remarkably, Hen-
nig [70], the father of systematic biology, elaborated four
years earlier a framework that could have addressed some
of the difficulties of Chisholm’s logical constructions. He
proposed that ‘shared and derived’ properties, which he
named ‘synapomorphies’, could test evolutionary hypoth-
esis of history. These hypothesis of ancient origin of iden-
tities (homologies) have enabled retrodiction and phyloge-
netic analyses. In Caetano-Anolleś et al. [5], we modified
Chisholm’s definition of direct evolution to account for di-
versification (fission) processes that could explain temporal
splitting in a tree-like ground plan of change and for unifica-
tion (fusion) processes that could better explain molecular
accretion, multiple origins (e.g., ribosomal fragments), and
reticulation:

Fission: ‘X and W evolve directly from Y iff either X
is identical to Y and W or there is no time at which X and
Y orW and Y both exist but there is a z such that z is a part
of Y at one time and z is a part of X andW at a later time’.

Fusion: ‘Y evolves directly from X andW iff either Y
is identical to X and W or there is no time at which Y and
X or Y andW both exist but there is a z such that z is a part
of X andW at one time and z is part of Y at a later time’.

Under these general definitions, which are likely im-
perfect, parts and their properties can transmit change, and
identity can be made strict or loose according to the de-
mands of each system being studied. For example, Hull
[71] considered individuality was constrained bymereolog-
ical substance, patterns of interaction of parts, and contin-
uous existence through time. Diachronic identity was pre-
served if the internal organization of successive states of

an evolving system-maintained continuity, even in the pres-
ence of splits andmergers. Note that z is a part that is shared
among successive composites. There is nothing that forbids
these parts from being spatial, temporal or both. This shar-
ing can become ‘derived’ when time is made explicit in the
definition and useful for retrodiction if enough information
is present in the evolving system.

5. Entanglement
Fusions and fissions describe two opposing forces,

one of unification and the other of diversification. Both
forces are at play in chronologies of temporal parts such
as those of metabolism, proteins, molecular functions, viral
change, or the ribosome, making any evolutionary ground
plan a directed network. This intuition, which was already
recounted in Empedocles’ poems of the Strasbourg papyrus
[4] and made explicit in the Apollonian and Dionysian
forces of Nietzsche’s The Birth of Tragedy [72] (in which
order and individuation counteract chaos and dissolution),
was recently made part of a theoretical framework of mod-
ule generation that explains the emergence of hierarchi-
cal modularity in evolving networks [73,74]. The frame-
work, which is backed by considerable explanatory evi-
dence, elaborates a linkage-based biphasic (bow-tie) model
that predicts both the evolutionary emergence of nested hi-
erarchies of modules and the convergence under optimiza-
tion or selection of thosemodules into tightly linked groups,
which are then free to diversify and generate a new level of
biological organization. In a first phase, parts of a biolog-
ical system are initially weakly linked and associate vari-
ously. As these initial parts diversify, they compete with
each other and are selected for performance. The emerging
interactions constrain both their structure and organization.
This causes parts to organize into modules with tight link-
age. In a second phase, variants of the modules evolve and
become new parts for a new generative cycle of higher-level
organization. The concept of linkage can be formalized
with networks and network chronologies, which can test the
emergence of ‘communities’ and ‘hierarchy’ in the evolv-
ing networks. These communities are modules, groups of
nodes that aremore densely connectedwith themselves than
with the rest of the network. They can be loosely or tightly
linked with each other but often associate in biological net-
works to form a multi-level hierarchical structure.

5.1 Networks as Dynamic Patchworks of Temporal Parts
Evolving networks are flow networks, directed net-

works that describe flows of matter-energy, information,
and/or time. Flows are described by using arcs (connect-
ing arrows defining the direction of travel on a network) or
by labeling nodes and/or links with time or other flow de-
scriptors typical of a chronology (Fig. 9, Ref. [75]). Flow
networks can be structured depending on how much they
follow a typical hierarchical tree structure. Three charac-
teristics describe the perfect hierarchical organization:
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Fig. 9. The anatomy of network entanglement. (A) A feed-forward tree-like (hierarchical) network with a cycle. Arc connections
(arrows) are links that flow in one direction (except for those in cycles). (B) When time flows through a network, the network can be
annotated with time events that assign a date to individual nodes. (C) An icon of cones and balls can be used to describe the feedforward
and cycle structure of networks of the type described in panel A. The placement of the ball in the icon describes the approximate placement
of cyclic modules in the pyramid structure. (D) A morphospace of network hierarchies describes possible network structures existing
in a phase pace of networks. Coordinates for some real biological networks are identified with colored spheres and live in an O-F
plane region of the morphospace centered around T = 0 and enriched in bow-tie network structures. Data from [75]. (E) Networks
with typical network topologies unfold in a persistence triangle finding optimal trade-off solutions given a matter-energy budget and
information necessary to unfold novelty, redundancy, evolvability and other flexibility-inducing drivers. Trade-offs are mapped to a
polytope (shaded in yellow), with circles describing locations of networks that are scale-free, regular, Erdös-Rényi (ER) random, ER
modular, and hierarchical modular.

(i) Order: When travelling along the wiring diagram,
paths (walks traversing nodes that are all different) that be-
gin and end in a same node form ‘cycles’, return structures
that interfere or slow down flows. Order describes a ten-
dency of nodes to be arranged unambiguously without in-
terference from cycles. Ordered networks have few cycles,
disordered ones are almost complete tangles.

(ii) Reversibility: This property defines how much of
the network follows the moto ‘only one commander for any
commanded’. A fully reversible network shows only one
commander, an irreversible one shows none.

(iii) Pyramidal structure: This property describes the
existence of a feedforward tree-like pattern (hierarchical or
anti-hierarchical) resembling a pyramid in which a ‘com-
mander commands more than one node’, there is only a
single node that is not commanded by another node, and all
downstream nodes of the pyramid are subjected to a chain
of command of the same length. Deviations from these re-
quirements result in non-pyramidal tangled structures.

A number of metrics can evaluate order, reversibility
and pyramidal structure. For example, Corominas-Murtra
et al. [75] used orderability (O), feedforwardness (F) and
treeness (T) to define a morphospace of directed networks

(Fig. 9D). O measures order by calculating the fraction of
nodes that do not form cycles (O = 0 implies maximum
cycle-induced disorder). F measures the impact of network
modules that cannot be ordered on the feedforward struc-
ture. (F = 0 implies minimum order). Together, O and F
(and the O-F plane in the morphospace) define the num-
ber and location of cycles in the pyramidal structure. Fi-
nally, T accounts for both reversibility and pyramidal struc-
ture by measuring how ambiguous is the chain of com-
mand. Sliding the O-F plane along the T axis transform
an anti-hierarchical (T = –1) to a hierarchical (T = 1) struc-
ture by transition through bowtie (T = 0) symmetric struc-
tures. Note than the accretion process of the ribosome has
a typical feedforward antihierarchical structure and a diver-
sification process along the branches of a phylogenetic tree
without reticulations follows a typical feedforward hierar-
chical structure. This transition is illustrated in the mor-
phospace with icons of cones and balls (Fig. 9C). Remark-
ably, most biological networks are located in the O-F plane
region of the morphospace that is centered around T = 0
and is enriched in bow-ties, including metabolic, neuronal,
gene regulatory, genealogy, food web, social and language
networks. Well balanced bow-tie hierarchical structures are
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present in metabolism and social networks, but also in the
products of mankind, including electronic circuits and soft-
ware [75]. In all of these examples, what flows through the
networks is either matter-energy or information. When time
flows for example through networks of proteins (Fig. 2)
or molecular functions (Fig. 3), recruitment processes have
been shown to generate biphasic patterns typical of bow-tie
network structure. These types of multilayered hierarchi-
cal entangled organizations result from the emergence of
hierarchical modularity and are induced by the unification-
diversification forces that operate in network evolution.

Real networks are heterogeneous, modular and strike
a balance between order and randomness [76]. For that rea-
son, themorphospace paradigm of Fig. 9 can be further used
to dissect network entanglements. Indeed, measuring het-
erogeneity of link distributions with entropymeasurements,
modular architecture with correlations of degree distribu-
tions and information transfer, and the amount of network
randomness, Solé and Valverde [77] established a zoo of
possible networks and mapped real networks to this mor-
phospace. Again, real networks expressed varying levels
of heterogeneity (scalefreeness), modularity and random-
ness. Remarkably, these three strategies associate with the
reuse, innovation and stasis vertices of the triangle of per-
sistence we previously introduced to describe drivers of re-
cruitment (Fig. 9E). While a matter-energy axis delimits
the budget of nodes, links, motifs communities and even
dynamic behaviors (establishing a matter-energy budgetary
stratum for different network structures), drivers of nov-
elty, redundancy, evolvability and specialization, linkage
and reuse, to name a few, take advantage of information-
processing mechanisms that rewire networks in response to
changing environments. The two axes define a phase space
in which reuse (economy) modulates network heterogene-
ity, innovation (flexibility) rewires networks by endowing
them with hierarchy and modularity, and stasis (robustness)
controls levels of network randomness. As we described
above, phylogenomic-based chronologies have shown that
hierarchical modularity of networks emerges in evolution
within a stochastic background in evolving networks at dif-
ferent timescales and complexity levels [74]. Thus, the
structure of networks is entangled by hierarchy, community
structure, and noise and so does the systems of temporal
parts those networks represent.

5.2 A Theory of Entanglement

The biphasic (bow-tie) model does not address the ori-
gin of the forces of unification and diversification respon-
sible for entangled systems [73,74]. What causes nodes to
get entangled? Within the framework of temporal parts de-
scribed above and inspired by Verlinde’s conjecture on the
entropic origins of gravity for the idealized anti-de Sitter
[78] and standard de Sitter [79] spacetime geometries, we
recently proposed a theory of entanglement that would ex-
plain causal relationships responsible for the increasingly

extended and complex makeup of biomolecules [5]. En-
tropic forces are macroscopic forces that originate in sys-
tems holding numerous degrees of freedom and tending to
increase entropy by dissipation. Dissipation is the loss,
dispersion or diffusion of matter-energy and information
in natural systems. We previously discussed the connec-
tion between dissipation and the structure of those natural
systems [44]. Under initial conditions however dissipation
forces areminimal and changes in information (measured as
an entropy) can lead to emergent properties. Because space
is the first storage of information in the universe (holding
positions and movements of particles and bodies), Verlinde
unfolds gravity and spacetime in a holographic horizon tak-
ing advantage of the Maldacena duality. This holographic
duality, also known as the AdS/CFT correspondence, is the
ability to store information in surfaces (screens) as discrete
quantum bits without detailing the microscopic dynamics
of that storage. Note that surfaces can be stretched horizons
separating microscopic data on one side from variables de-
scribing spacetime on another, a feature that establishes a
direction in which space is emergent. Verlinde shows that
entropic gravity arises when space has one emergent holo-
graphic direction holding entropic change, degrees of free-
dom are proportional to the area of the holographic screen,
and energy is evenly distributed over degrees of freedom
following the equipartition principle. Thus, the universal
gravitational force of attraction results from a holographic
principle of quantum information and its dissipation. When
generalized to de Sitter spacetime typical of our universe,
holography and the area law do not apply exactly. Instead,
entanglement entropy arises from short-distance entangle-
ments of neighboring degrees of freedom of the emergent
bulk spacetime while de Sitter entropy arise from long-
range entanglement of part of those microscopic degrees
of freedom [79]. The mismatch results in an additional en-
tropy that modifies emergent gravity and explains dark mat-
ter. Making use of Verlinde’s proposal that entropic forces
arise from information associated with the position of ma-
terial bodies, we postulate that molecular growth results
from an entropic-like attractive force driven by the inter-
play of short-distance entanglement of neighboring degrees
of freedom (such as the greedy formation of helical struc-
tures in RNA) and long-distance entanglement of parts of
those degrees of freedom (such as the long-range interac-
tions forming RNA junctions). We view this putative en-
tropic force as an emergent phenomenon that satisfies a ten-
dency to increase entropy (broadly defined) not different
from the type explaining the collapse of a polymer in a heat
bath (as explained by Verlinde [78]), Brownian motion (be-
ginning with Neumann [80]), polymer elasticity (recently
computed for loops [81]), and the hydrophobic effect (de-
rived from enthalpic and entropic contributions [82]). Note
however that our conjectured entanglements project into a
holographic-like horizon, in which diffusion of information
produces structure from entropy bounds [44].
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Fig. 10. Short and long-range entanglements are responsible for biological structure. (A) A model of RNA folding describes
how short-range base pair interactions (orange lines) produce structural nuclei that lead to the formation of helical structures (H2 and
H3), which later on establish long-range interactions (e.g., base pairing, formation of helix H1, coaxial helical stacking; blue lines and
sphere) that stabilize a branched RNA structure with a ‘family B’ 3-way junction. (B) Atomic structural model of a typical ‘family
B’ 3-way junction present in SSU rRNA in solid surface (left) and ribbon and ladder (right) depictions. Helices h33 and h34 (colored
red) are coaxially stacked and make a trunk that holds functionally important pivot points of the ribosomal subunit. (C) The biphasic
model of module emergence illustrates the emergence of network structure in evolution and the role of short-range and long-range
entanglements. Nodes and links of a network describe parts and interactions in a biological system, respectively. The larger the number
of links the more cohesive and stable is system’s structure. The rise of hierarchical modularity during phase 1 result in highly connected
communities (subnetworks), which become modules when their interactions stabilize. In phase 2, modules coalesce into higher level
network substructures. The establishment of network communities in phase 1 involve at first short range interactions between neighboring
nodes. When initial modules stabilize, they begin to establish range interactions with other emerging communities.

In the model, short and long-distance entanglements
generate modules and hierarchy respectively, pushing
growth through exploration of principled informational
spaces within a spacetime dimension. The result of en-
tanglements is plainly evident in the folding dynamics of
the most important memory-holding macromolecules of the
cell, nucleic acids and proteins. We highlight this fact with
RNA. RNA molecules fold most fundamentally by satis-
fying hydrogen bonding interactions between base pairs
that produce double helical duplexes separated by single
stranded segments [83]. The process is highly frustrated
as helical structures stabilize and nonpaired regions desta-
bilize the molecules. The dynamics of folding and refold-
ing has been visualized with advanced techniques, includ-
ing fluorescence resonance energy transfer, atomic force
microscopy, and optical tweezers [84]. These studies re-
veal folding pathways and insights into tertiary structure
and molecular function. Folding kinetics is initiated by lo-

cal base pair interactions between molecular regions that
are physically close (Fig. 10A). The folding molecule ex-
plores a diverse set of folding configurations with free en-
ergies accessible to a given temperature. This ‘plastic reper-
toire’ represents an ensemble of conformations carefully
constrained by processes of molecular evolution [85]. In
fact, a free energy landscape constrains folding kinetics
along a morphogenetic trajectory of ‘canalized’ sequences
with low free energy barriers. Folding proceeds down a fun-
nel to a single or small set of tertiary structures. Some of ini-
tial stems then extend to form helical segments, which stabi-
lize by forming base pair stacking interactions. These flex-
ible helical regions act as structural nuclei capable of bring-
ing distant regions of the molecule together in space. Such
molecular collapse results in the establishment of additional
long-distance interactions through tertiary contacts and sta-
bilization with counterions. Large RNA molecules form
multibranched loops known as RNA junctions (Fig. 10B),
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which foster structurally and evolutionarily constrained ar-
rays of non-Watson-Crick base pairs, coaxial stacking, and
spatial alignments of helical segments [86,87]. Long dis-
tance interactions in these helical communities still per-
mit significant flexibility while constraining RNA dynam-
ics [88].

Molecular entanglements are expected to become in-
creasingly constrained with time as evolution proceeds.
In fact, distance in short-range and long-range entangle-
ments must be only considered within a spacetime dimen-
sion. Spatial distances along a nucleic acid or protein chain
must be linked to timescales. In proteins for example, the
nanosecond dynamics of loop structures is constrained by
billions of years of evolutionary history [74]. Since the
historical view of temporal parts allows dissection of con-
straints imposed by both evolution and biophysics, retrod-
iction is therefore necessary in any study. However, unan-
ticipated connections arise because we do not know how
entanglement evolves in time-dependent states. Most no-
tably, there appears to be a surprising entropic force connec-
tion between the catenary function, which explains shape
and static equilibrium of chains, cables and arches used in
bridges and engineering constructs such as the Eiffel Tower,
and the aggregate logistic Bass model of diffusion of in-
novations that propels evolutionary growth [89]. The lo-
cal entropy function of the logistic distribution is proved
to be catenary, and vice versa, establishing a connection
with Verlinde’s conjecture on the entropic origins of grav-
ity. In addition, we note that the logistic S-shaped wavelets
(‘loglets’) that are typical of paths of high performance in
diffusion of innovation models account for sequential pat-
terns of evolutionary accumulation we have observed in the
growth helices and junctions in rRNA or domains in pro-
teomes [73].

Our premise is that networks can effectively model
evolving systems as dynamic patchworks of temporal parts.
One way is to view networks as information processing de-
vices capable of optimizing diffusion of matter-energy and
information with time, especially when the modeled system
changes in interaction with the suprasystem or the environ-
ment. For example, classical percolation methods of statis-
tical mechanics can be used to establish maximal entangled
states in quantum networks [90]. Similarly, spectral en-
tropies can become information-theoretic devices to quan-
tify information stored in systems, fit parametric network
models, and compare networks describing multilayered or-
ganization [91]. Gibbsian-like density matrices can char-
acterize networks as entanglements diffusing short-range
and long-range signals along paths [92]. Even the analysis
of fractal geometric characteristics with novel algorithms
can quantify how structural complexity and heterogeneity
of networks localize to space and scales [93]. If networks
portray information processing in a system composed of a
multiplicity of parts, then complex networks can connect
models that explain the emergence and diversification of

biological modules and recruitment with entropic entangle-
ment. Tensor networks can be particularly useful to per-
form computations in high dimensional space by decom-
posing tensors representing multidimensional arrays into
manageable parts [94]. The complexity of representations
of many-body states can be reduced in this way by decom-
position and reduction of tensor parameter space in the ten-
sor network. The degrees of freedom that ‘glue’ tensors to-
gether (known as ‘bond indices’) describe an entanglement
structure of states, which can be projected locally to some
Hilbert space of smaller dimension. In particular, Tree Ten-
sor Networks (TTN), with no loops and one extra dimen-
sion, andMultiscale Entanglement Renormalization Ansatz
(MERA), with reticulations and constraints, provide extra
dimensions that can be holographic and can recover a depic-
tion of the many-body state ensemble at their boundaries.
These tensor networks are particularly useful in describ-
ing criticality and scale invariance. In the context of the
holographic constructs of dimensionality reduction of the
MERA type, ‘disentanglers’ (unitaries) and ‘coarse grain-
ings’(isometries) are constraints that map matrices to ma-
trices or vectors, respectively, compressing information in
hierarchy and entanglement structures of the network. Note
that entanglement entropies in MERA can correspond to an
area-law in holographic space, with behaviors predicted by
the Conformal Field Theory (CFT) of quantum mechanics.
In addition, scale-invariant MERA can be understood as a
collection of ‘bulk’ tensors spanning along one ‘physical’
and one ‘holographic’ normalization dimension, with prop-
erties that can be made to mimic the AdS/CFT correspon-
dence. The challenge is to shift motivation from entangle-
ments in quantum critical states of matter, which are built
locally at every length scale, to long distance emerging en-
tanglements in many-body states, while at the same time
departing from spin-based quantum lattice systems.

Finally, the unification and diversification forces we
have uncovered with chronologies and networks must also
be taken into account. Fig. 10C describes how networks
dissect the linkage-based biphasic (bow-tie) model, which
predicts the evolutionary emergence of hierarchy and mod-
ularity in networks. Note than during the first phase of the
model, emerging communities can be more or less frag-
mented from the rest of the network but that short dis-
tance interactions still materialize in those subnetworks.
As long-distance interactions are stablished by perduring
links connecting the emerging modules, the evolving net-
work becomes more and more cohesive. Note that emer-
gence of network communities within the specter of net-
work fragmentation was plainly evident during discussion
of evidence supporting the origins of the ribosome. The
unification-diversification paradigm appears embedded at
all time and spatial scales.
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5.2 A Tendency towards Long-Lived Occurrents
Increasingly Molded by Recruitment

When systems persist by extending their temporal
parts in spacetime they do so within a framework of self-
referential integration. However, perduring systems are not
isolated entities and their integration manifests within the
context of all suprasystems that can unambiguously em-
bed them. In Caetano-Anolleś et al. [5], we predicted
a tendency towards long-lived occurrents, which we find
is supported by considerable evidence. We illustrated this
tendency with the increasing age of a series of biologi-
cal systems (ecosystems, communities, organisms, macro-
molecules, cells, metabolism) or modules of the protein
world (proteomes, complexes, proteins, domains, loops,
motifs). The lengthening of the life of these higher-level
occurrents arising by their continued persistence (up to the
present) was accompanied by an increase of granularity and
abundance. We made this general trend evident when an-
alyzing the network structure of metabolism [19]. Granu-
larity refers to the continued structuring of an evolving bi-
ological system by forces of canalization. Older occurrents
embodying ‘ens per alio’ more basal levels of organization
become more granular as causal relationships and entangle-
ments with younger occurrents constrain their makeup. The
problem that arises is that all occurrents are themselves part
of suprasystems and the identity of all occurrents must be
loose and popular. The persistence question often asks what
must persist over time for X at time t1 be the same as Y at
time t2. Once we are able to accept a loose instead of a
strict concept of identity, the answer is spatiotemporal con-
tinuity of existence, i.e., shifting the question of persistence
to that of existence [95]. This is particularly central, be-
cause all systems are ultimately integrated with each other
into a single occurrent by forces of entanglement and re-
cruitment. For example, all biological entities on our planet
are unified by a common planetary origin that has given
cells a genetic code and a ribosome. All novelties that have
arisen since then have been unified, spread and homoge-
nized in a diversifying world to form a recruitment-driven
tela vitae. Describing ecosystems, organisms, or metabolic
networks is therefore conventional: it simply defines ele-
ments of that common origin and subsequent unification-
diversification for their better study. In fact, all entities of
our universe can be unified and diversified in one way or
another. This realization challenges the concept of tempo-
ral parts by prompting the ‘bundling’ of all occurrents into
one. At the same time, it justifies generalizing holographic
principles of quantum physics from atoms and subatomic
particles to molecular, cellular and macroscopic structure
and using them to understand the entangling forces and the
drivers of recruitment.

6. Conclusions
Recruitment is a pervasive activity of life that is at the

center of novelty generation. Novelties cannot effectively

spread in the living world without recruitment. Recruit-
ment should be also viewed as a central strategy of per-
sistence. Because persistence is about how things behave
across time, the problems of the two major philosophical
accounts of persistence complicate any formal description
of knowledge, including any effort of ontological model-
ing (e.g., GO database). To overcome difficulties, investi-
gating persistence should be extended beyond the issue of
systems having or lacking proper temporal parts [96]. In-
stead, the relationship between persistence, identity, change
and causation is more relevant to scientific exploration [5].
Within a framework of fluxes of matter-energy and infor-
mation and processing of information needed for a system
to respond to internal and external challenges, we propose a
’triangle of persistence’ in which reuse, innovation and sta-
sis define a polytope in a phase space of trade-offs. Previ-
ously, we have shown that this landscape manifests in sig-
nificant regularities, including patterns of reuse of novel-
ties [39] or language-like laws of size-dependent decreas-
ing returns [45]. The triangle offers the possibility to track
trajectories of lineages during their evolution and of indi-
vidual organisms during their lifetime, as these move in a
landscape of performance. A focus on recruitment allows
visualization of trajectories from a viewpoint of trade-offs
between reuse, novelty and change. In addition, the con-
cepts of occurrents and temporal parts embraced by the per-
durantist school of thought can help dissect persistence by
studying how temporal parts distribute when spatial parts
change and evolve in time. This can be made explicit with
evolutionary chronologies and evolving networks inferred
for example with phylogenetic methodologies. To explain
causal relationships responsible for the extended and com-
plex tela vitae of occurrents we propose: (i) a theoretical
framework and a biphasic (bow-tie) model of module gen-
eration in which forces of unification and diversification
establish a frustrated landscape of change, and (ii) a ‘the-
ory of entanglement’ that takes advantage of the dimen-
sionality reduction offered by holographic principles that
project N-dimensional spaces into N-1-dimensional bound-
aries to propose that short and long-distance interactions
are responsible for structuring biological systems. Explana-
tions offered by linkage and entanglement predict the emer-
gence of hierarchy andmodularity in complex networks that
are used to model recruitment. We conclude by noting that
time-varying networks offer foundations to connect struc-
ture and function across levels of biological organization
[97] as well as information flows across timescales [98]. In
addition, complex network theory has been applied to prob-
lems in quantum physics and is setting the stage for a the-
ory of complexity that uses quantum information-inspired
methods [99]. While explorations of network structure
and dynamics are just beginning to be translated into con-
cepts important for networked quantum systems, there is
still much to learn. We need to further explore the power
of time-varying multi-scale networks and develop mathe-
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matical models, algorithmic tools and empirical approaches
with which to understand the emerging structure, function
and dynamics of biological systems.
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