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Abstract: The demand for integrating and sharing heterogeneous data online has attracted the interest of cultural institutions in making 
information access and retrieval more effective via Semantic Web technologies. The present study proposes a digital repository for 3D scans of 
modernist sculptures in public spaces in the city of Rio de Janeiro, Brazil, with a view to ensuring access, use, reuse and preservation of this 
information. This is a qualitative exploratory experimental study based on the scientific literature and specific empirical material. It presents 
the analysis results of vocabularies for physical artifact documents and their digital counterparts on the Semantic Web and a discussion on how 
these align with the nature of the metadata determined here, as well as a metadata modeling prototype implemented on the Tainacan platform 
and aimed at cataloging digital 3D replicas. We claim that the proposed model for documenting cultural heritage assets on Tainacan is easy to 
implement, in that it uses accessible technology with a wide internet user base, highly expressive in its descriptions of 3D and multimedia 
content and based on well-established metadata and ontology standards recommended by regulatory bodies and communities such as the World 
Wide Web Consortium and International Organization for Standardization. 
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1.0 Introduction  
 
In recent decades, the creation and availability of online col-
lections has grown considerably, with projects involving the 
digitization of unique icons or collections of cultural ob-
jects (Hildebrand et al. 2010; Pattuelli 2011; Potenziani et 
al. 2015; Rademaker et al. 2015; Scopigno et al. 2017; Po-
tenziani et al. 2018), aimed at expanding the democratiza-
tion of cultural knowledge on the internet in order to pre-
serve, recover and conserve cultural heritage. 

Projects such as 3DPetrie1, STARC2 and 3D-ICONS3, 
among others, investigated the application of three-dimen-
sional (3D) digital technologies in documenting digital 3D 
replicas related to cultural heritage. Scopigno et al. (2017) 
summarize the state of the art of the challenges faced by cur-
rent digitization initiatives, emphasizing that despite the 
availability of sharing platforms, there are still gaps in struc-
tured approaches to generate and aggregate the results of a 
large number of 3D digitization initiatives. This includes 
the resulting digital 3D replicas as well as all the content pro-
duced during the digitization process. It is also important 
that information on the metadata used in these projects be 
shared between practical communities in order to share ex-
periences on description standards for this type of resource. 

In addition, the demand for integrating and sharing het-
erogeneous data online has attracted the interest of cultural 

institutions, such as libraries, archives, museums and docu-
mentation centers, among others, in making information 
access and retrieval more effective via Semantic Web tech-
nologies. Linked Open Data (LOD) is an initiative affiliated 
with the Semantic Web that provides a mechanism for link-
ing data and metadata from different sources in order to 
generate new knowledge through semantically associated 
information resources (Bizer et al. 2009; Machado et al. 
2019). To that end, communities involved in this initiative 
have developed languages and vocabularies based on stand-
ards recommended by the World Wide Web Consortium 
(W3C) in order to represent and organize their data in a 
global graph of interlinked data (Knoblock et al. 2017; Fink 
2017; Gueguen et al. 2017; Charles et al. 2017). 

However, society’s use of these technologies raises ques-
tions regarding the existence of multiple formats, topics, 
languages, cultures and target audiences (lay communities 
and experts), leading to challenges in producing, organizing 
and disseminating information based on the interests of 
each type of user. These can be considered the main chal-
lenges for cultural heritage institutions interested in publi-
cizing their collections online (Doerr and Iorizzo 2008; 
Hyvönen 2012). According to Doerr and Iorizzo (2008), 
there are two types of obstacles to promoting global net-
works of knowledge, namely social and technical. The social 
obstacle is that integration requires a commitment on the 
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part of users to curate data and adhere to common stand-
ards, while the technical obstacle is the adoption of a generic 
information model to formalize a common concept for the 
cultural community, which would give rise to a multitude 
of research questions that could exploit advanced reasoning 
methods. 

In this respect, this article discusses partial research re-
sults from a case study that utilized the maturity of 3D dig-
ital technologies and online data processing to give cultural 
heritage communities open access to documents involving 
cultural objects. The initial proposal involved 3D digitiza-
tion of modernist sculptures displayed in open public spaces 
in the city of Rio de Janeiro, Brazil, with a view to creating 
a semantic repository for digital 3D replicas based on LOD 
principles. The project was conceived by the Schools of So-
cial Sciences (FGV/CPDOC4) and Applied Mathematics 
(FGV/EMAp5) of the Getúlio Vargas Foundation (FGV), in 
conjunction with external collaborators, and is an interdis-
ciplinary initiative that combines technology and computer 
graphics with expertise in historical documentation. The 
purpose of this semantic repository is to disseminate a de-
tailed set of data aimed at different types of users (research-
ers, students, tourists and interested parties in general) to 
promote greater knowledge and use of modernist sculptures 
in Rio de Janeiro. 

The project seeks to make a contribution to the challenge 
presented by Scopigno et al. (2017) by implementing a 
structured digital repository with different possibilities for 
information representation and technical functions to sup-
port data interoperability. In a way, a contribution is also 
made here to the challenges pointed out by Doerr and Ior-
izzo (2008) by providing a tool for users to catalog cultural 
information about 3D objects in a standardized way. 

In order to systematically disseminate information via 
the repository from both a technical (documents pertaining 
to the files generated by the 3D creation process) and herit-
age perspective (documents related to the context of the 
sculpture), digital replicas must be cataloged in their loca-
tions of provenance and their original media and content as-
pects. In this respect, documentation on these cultural her-
itage assets would be obtained based on accessing and re-
trieving information that is relevant and interesting to con-
tent providers and their end users. As such, the present 
study sought to analyse potential semantic vocabularies, in-
cluding ontologies, underlying conceptual models and 
metadata patterns, for the semantic modeling of metadata 
aimed at documenting digital 3D replicas that are the object 
of study of the project entitled “3D Digital Heritage: Mod-
ern Rio” (Patrimônio Digital 3D: O Rio Moderno in Por-
tuguese). It is important to note that specifying the effective 
use of these vocabularies is a proposal for future research. 

The aim of this paper is to describe the proposal of a se-
mantic repository for 3D scans of public modernist sculp-

tures in Rio de Janeiro, with a view to ensuring efficient ac-
cess, use, reuse and preservation of the information. Consid-
ering that one of the greatest challenges is providing easily ac-
cessible digital tools for the public, technicians specialized in 
3D digitization who need to document these processes and 
experts in producing conceptual documents for the digitized 
objects, we opted to adopt a flexible platform for metadata 
configuration and meaning attribution known as Tainacan 
(Martins et al. 2018), developed based on the WordPress con-
tent management system and used by a number of public and 
private cultural institutions in Brazil. 

Although studies on delivering 3D models on the web 
are advanced (Scopigno et al. 2017), their integration with 
current semantic technology remains a challenge and re-
quires further investigation. The use of ontologies is still an 
object of research, including semantic annotations for areas 
of 3D modeling, such as describing what a certain geometry 
represents (e.g.: number of vertices and faces, parametric re-
lations). In this respect, the present study contributes signif-
icantly by mapping and analysing potential semantic vocab-
ularies for recommendation in documenting digital 3D rep-
licas in this first stage of the project. The use of metadata, 
both to describe the sculptures themselves and physically 
and semantically describe the multimedia files, is the recom-
mended format for improving findability and ensuring ad-
equate insertion of information resources into semantic 
networks such as LOD. Both technical attributes and high-
level semantic characteristics can be included in metadata. 
Discussion about potential standards in line with the de-
scription of digital files involving 3D models that enrich 
documentation involving modernist works of art in public 
spaces in Rio de Janeiro is unprecedented and of great his-
torical relevance in Brazil. 

The article is organized as follows: this section contextu-
alizes the proposal for documenting digital 3D replicas, pre-
sents the research challenges and outlines the objective of 
the article. Section 2 describes key concepts in the study and 
a review of use cases in cultural institutions interested in 
making their collections available within the linked open 
data paradigm. Section 3 describes the methodological as-
pects, Section 4 presents the results and discussions, and 
Section 5 contains the final considerations and direction of 
future research. 
 
2.0 Organization and semantic representation of 

information 
 
In the field of Information Science, particularly the area of 
knowledge organization (Dahlberg1993; Hjørland 2003; 
Hjørland 2007; Abbas 2010; Almeida 2013; Hjørland 2015; 
Hjørland 2016; Zeng and Qin 2016; Zeng 2019; Lemos and 
Souza 2020), research focuses on improving information re-
trieval systems, including studies on metadata standards, 
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conceptual models, controlled vocabularies and ontologies 
for the descriptive and thematic treatment of documents in 
different media aimed at semantic integration and global 
availability of networked information resources (Knoblock 
et al. 2017; Fink 2018; Gueguen et al. 2017; Charles et al. 
2017; Lemos and Souza 2020; Martins et al. 2022). In this 
respect, knowledge organization is linked to the analysis of 
concepts and relationships in a domain, leading to the syn-
thesis of a knowledge organization system (KOS) to organ-
ize information resources, including: i) association, generat-
ing relationships; ii) representation, generating access points 
and indices for cataloging and indexing processes; iii) classi-
fication, promoting assignment and organization for docu-
ments; and iv) categorization, producing category schemes. 
Our study focuses on this field. 

With respect to knowledge organization in digital envi-
ronments, the advent of the internet paved the way for in-
formation specialists to improve methods for describing, or-
ganizing and retrieving remotely accessed digitized objects 
(Machado et al. 2019; Martins et al. 2022). In this new con-
text of digital object production, organization and retrieval, 
working goals are not limited to creating symbolic represen-
tations of the permanent documents of a collection. They 
consist of creating new forms of hypermedia and so-called 
metadata, much of which can be extracted directly from the 
objects themselves (Gilliland 2016; Zeng and Qin 2016). 

Therefore, the use of metadata can be considered a tradi-
tional method of adding semantics to information resources 
in processes such as description, indexing, classification, 
and cataloging within information retrieval systems (Zeng 
and Qin 2016). 

Resource6 in digital environments is generally described 
using annotation models expressed as tags, attributes and re-
lations (Lemos and Souza 2020). Despite their widespread 
use on the web, annotation elements in the form of free-form 
natural language text are invariably subject to the semantic 
heterogeneity problem due to the ambiguous nature of natu-
ral languages, leading to issues such as polysemy, synonymy 
and specificity gaps (Foskett 1985; NISO 2005). This results 
in problems in information retrieval, such as: i) searching for 
isolated decontextualized words, making databases less visible 
to users and consequently, search mechanisms; ii) lack of con-
text in the media items described (for example, how photos 
and videos are related to the text); iii) conceptual ambiguity 
(precise identification of the concept referred to); and iv) lit-
tle relevance to the retrieved resource. These issues are gener-
ally addressed using controlled vocabularies to unambigu-
ously identify resources or documents involved in infor-
mation retrieval systems. Thus, users employ controlled vo-
cabulary elements (e.g. terms, concepts) to descriptively and 
thematically represent resources and avoid ambiguities, and 
in search engines, user annotation terms are interpreted and 
linked to elements of a controlled vocabulary. 

Ontologies can also be used as annotation models 
(Lemos and Souza 2020) in terms of the semantic treatment 
of data and metadata involved in the representation process. 
This makes it possible to describe and interlink resources 
through qualifiers, including concepts, instances, proper-
ties and restrictions, whose propositions are ensured by de-
fining axioms. This model is recommended for the seman-
tic annotation of documents, an approach based on seman-
tic theory that gives an account of “meaning” whereby the 
logical connection of terms establishes interoperability be-
tween systems. As such, a set of open standards on data 
marking, modeling primitives and representation languages 
are promoted and maintained by the W3C to represent 
characteristics of digital objects on the web, including RDF 
(Resource Description Framework), RDF Schema and 
OWL (Ontology Web Language) (Hendler et al. 2020), as 
well as SPARQL (Simple Protocol and RDF Query Lan-
guage), a query language for data modeled in RDF. 

In this respect, linked data (Bizer et al. 2009) is a way of 
exposing and sharing data resources on the web and inter-
linking them with semantically related resources to make 
data available for consumption by humans and machines. 
Schandl et al. (2012) reported that part of the goal of the 
linked data paradigm is to connect different sources (ex-
changing semantically related information), forming a 
global graph of interlinked data that can be traversed by pro-
ducers and consumers to discover new information. This vi-
sion is derived from the Linked Open Data project (Bizer et 
al. 2009; Machado et al. 2019), which identifies datasets 
available under open licenses, converts them into RDF tri-
ples according to linked data principles (by making each 
term in the vocabulary referenceable by a URI, for example) 
and publishing them on the web in the form of an inter-
linked “cloud”. The content of this cloud is diverse and in-
cludes data on geographic locations, people, books, scien-
tific publications, artwork, films, music, television, radio 
shows, genes, clinical trials, online communities, statistical 
data, and census results, among others. DBpedia7 is an ex-
ample of a KOS belonging to the Web of Data that displays 
information available on Wikipedia in a structured format, 
in addition to establishing links to other data sources. 

The LOD project, therefore, proposes to annotate the 
content of digital objects or documents using domain on-
tologies (e.g. CIDOC CRM) or even controlled vocabular-
ies (e.g. Art & Architecture Thesaurus) with less formal rigor 
(called Simple Knowledge Organization System, SKOS). 
Such representation of artifacts can be used as knowledge 
organization systems in the process of describing digital ob-
jects in various media in a web environment, each with its 
level of structural complexity, that is, by the formalism of 
their suitability for use in semantic technologies, especially 
in terms of relationships (Hjørland 2007). Thus, Shadbolt 
et al. (2006) consider semantic annotation as an underlying 
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approach to the concepts advocated by the Semantic Web, 
providing an explanation of “meaning” whereby the logical 
connection of terms establishes interoperability between 
data and its applications. 

Finally, a significant amount of data has been generated, 
connected and distributed on the web, especially multime-
dia data, which require efficient metadata to manage, or-
ganize and retrieve associated content. Benjamins et al. 
(2011) emphasize that important problems in the media 
sector are related to managing the textual and multimedia 
content explosion and that providing automatic support to 
manage this content requires conceptual capabilities of the 
solutions. According to Schandl et al. (2012), key enablers 
in successful integration of multimedia data lie in adopting 
ontologies as a formal means of describing their contents 
and technical characteristics. Several ontology initiatives 
aimed at the multimedia annotation domain are currently 
evolving in terms of maximizing semantic interoperability 
between data from producers and consumers of web con-
tent (Lemos and Souza 2020). However, some schemas 
available in the LOD network are insufficient for satisfac-
tory semantic attribution since they do not comprise an ad-
equate conceptual model to represent part of their realities. 
They also exhibit the following shortcomings in the quality 
of the information published: i) lack of conceptual descrip-
tion in the datasets; ii) absence of links in data schemes (to 
and between media); iii) lack of semantic expressiveness in 
data representation; and iv) no proper means to address and 
describe multimedia fragments. 

Alternatives have been used to mitigate problems linked 
to semantic data treatment, including the use and reuse of 
domain ontologies aligned with (or oriented by) a generic or 
upper ontology (Guarino 1998; Borgo and Masolo 2009; 
Arp et al. 2015; Guizzardi 2005). The structure of an upper 
ontology aims to describe general concepts such as space, 
time, events, material, objects, etc., which are independent 
of a particular domain, and formalize them by clarifying the 
intended meaning of the terms adopted, preventing ambi-
guity and improving the quality of information representa-
tion. 

The next section presents some of these ontology-driven 
conceptual models along with use cases in cultural institu-
tions, the focus of this study. 
 

Ontology-driven conceptual models for open data 
in cultural heritage 

 
Interest in cognitive and conceptual models has grown in 
the field of Information Science (Almeida 2013; Lemos and 
Souza 2020) because problems with document and infor-
mation representation in the digital context have become a 
challenge to interoperability between information systems 
and effective communication between users and infor-

mation systems. It is also important to emphasize the great 
contribution that the adoption of conceptual models can 
impact the quality of data that is eventually used for training 
in applications and services using machine learning and ar-
tificial intelligence features. In the search for common in-
terests, other areas and disciplines have joined information 
science, including cognitive science, computer science and 
recently, digital humanities (Koltay 2016; Clement and 
Carter 2017; Poole 2017), with a view to enriching method-
ological and theoretical resources and compiling a multidis-
ciplinary body of knowledge capable of providing consider-
able scientific advances in information treatment. In this re-
spect, contributions involving the initiatives and experi-
ences described below aim to illustrate research efforts by 
information science and other communities in the area of 
conceptual modeling (concomitant to knowledge organiza-
tion) to improve information retrieval. 

According to Le Boeuf et al. (2018), institutions such as 
libraries, archives and museums have created pragmatic 
rules to describe collections and make them accessible to re-
searchers, in addition to formats designed to index and store 
these descriptions on machines. These formats were guided 
by data models that sought to explain concepts and their re-
lationships, but did not go beyond the data in their descrip-
tions or focus on the semantic relationships in their repre-
sentations. 

From the 1990s, international researchers in the library 
and museum community (IFLA 2009; Le Boeuf et al. 2018) 
began developing conceptual models targeting the semantic 
aspects of their constructs and designed to provide a high-
level view of the domain covered by bibliographic databases 
and intended for museums. Certain purposes were estab-
lished in order to: i) serve as a valuable tool in assessing the 
relevance of existing rules for description, formats and data 
models in order to improve them; ii) convey a common con-
cept that could be used to develop mediation tools between 
heterogeneous databases and ensure interoperability; and 
iii) serve as ontologies to contribute to the development of 
the Semantic Web paradigm. The International Committee 
for Documentation/Conceptual Reference Model 
(CIDOC CRM) falls within this framework (Le Boeuf et 
al. 2018). 

The CIDOC CRM is a conceptual reference model in-
tended to facilitate the online integration, mediation and ex-
change of heterogeneous cultural heritage information. It 
was developed by interdisciplinary teams from the fields of 
computer science, archaeology, museum curation, art his-
tory, natural history, library science, physics and philosophy, 
with the support of the CIDOC of the International Coun-
cil of Museums (ICOM) and was accepted as a standard 
(ISO 21127) in September 2006. 

Researchers involved in its design argue that the CIDOC 
is superior to most metadata models (whose resource is the 
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central object of interest) in that it is event centric, whereby 
events can be related to different entities, such as actors, ob-
jects (physical and abstract), places and times (Doerr and 
Iorizzo 2008). For example, a historical image could be mod-
eled as a network of chronological lines containing persis-
tent items (objects and people) combined in events within a 
time period. This provides semantic enrichment of the data 
in terms of information retrieval because related (semanti-
cally interlinked) events can be collected, creating a power-
ful network of biographic and contextual data about peo-
ple, documents, objects and places useful to, for example, 
scientific research. In short, the CIDOC ontology model al-
lows all the items referenced in a resource document to be 
classified into formal categories, resulting in legible descrip-
tions of events and objects. 

The American Art Collaborative (AAC), a consortium 
of 14 institutions (13 museums and an archive) based in the 
United States8, brought together a network of professionals 
and institutions around the idea of integrating and publish-
ing the collection data of the institutions involved in LOD. 
Thus, the AAC is committed to creating a diverse critical 
mass of LOD on American art on the web, placing the col-
lections of participating museums in the cloud and marking 
these data with LOD precepts. In 2014, the Linked.art con-
ceptual model was developed, a simpler and more easily im-
plemented adaptation of the CIDOC CRM model. 
Linked.art9 is linked to the conceptual model recommended 
by the ICOM via the CIDOC and serves as a framework to 
facilitate the inclusion of global cultural institutions into 
the Semantic Web and linked open data. 

In technical terms, Linked.art is an RDF profile of the 
CIDOC CRM that uses JavaScript Notation for Linked 
Data (JSON-LD)10 and Getty Vocabularies11 to describe 
cultural heritage objects. The model uses a subset of 
CIDOC CRM classes in conjunction with other RDF vo-
cabularies to provide interoperable standards and models 
that can be interpreted both in JSON and RDF (Newbury 
2018). According to Newbury (2018, 4) the model  
 

[…] focuses on usability and consistency, rather than 
completeness: as a design principle, it tries to cover 
90% of the use cases of 90% of the organizations, with 
only 10% of the complexity of the full CRM ontology 
with all of its approved extensions. 

 
Alexiev (2018, 21) states that there is currently no dominant 
and commonly accepted ontology for describing artworks 
and museum objects but considers Linked.art and CIDOC 
CRM as strong candidates. Below is a brief description of 
recent experiences such as Linked.art and CIDOC CRM in 
order to reinforce their applicability in potential projects fo-
cused on achieving interoperability between different types 
of collections of cultural institutions. 

Knoblock et al. (2017) describe the experience and les-
sons learned by the American Art Collaborative in imple-
menting 5-star linked data for the 14 institutions in the con-
sortium. The project involved data mapping using the 
CIDOC CRM ontology, linking data with the Getty Un-
ion List of Artists Names (ULAN) vocabulary, applying 
tools to aid in these processes. The resulting data model later 
became known as Linked.art. 

Fink (2018) discuses one of the products of the AAC 
project, namely a guide aimed at sharing with the museum 
community how the AAC approached linked open data, 
what tools were used, the trials encountered and lessons 
learned. The author also presents recommendations of 
good practices for museums interested in replicating his 
work. The document briefly addresses the construction of 
Linked.art and indicates that it is being applied to other da-
tasets, such as the Getty Museum and Pharos (International 
Consortium of Photo Archives). 

The principles and standards adopted in creating the 
Linked.art data model are described by Newbury (2018), 
highlighting the importance of data modeling that benefits 
different audiences, and the main critique of the CIDOC 
CRM, namely that its expansive scope and logical formal-
ism make its practical application within computer systems 
a complex task for most software developers. This justifies 
the need for a more developer-friendly expression of the 
CIDOC CRM, achieved in the form of the Linked.art 
model. 

Neely et al. (2019) address data use in museums and de-
scribe how visualization, design and art can be produced 
with data, providing new forms of access and understanding 
about museum collections. As an example, they cite the case 
of the small to medium-sized Georgia O´Keeffe museum 
that, after considering the benefits, opted to use the 
Linked.art model to publish data on their web-based collec-
tion. The authors also discuss the potential impact of 
openly available connected data on the scope of research 
about collections, providing examples of creative reuses for 
the available data. 

Finally, the Europeana project is a comprehensive seman-
tic repository that offers users free access to millions of 
books, paintings, museum collections and digitized archives 
from European cultural and scientific institutions (Charles 
et al. 2017). It uses a conceptual data model called the Euro-
peana Data Model (EDM), similar to the CIDOC CRM in 
that it is event centric. Thus, the project aims to promote 
semantic mapping between different vocabularies, such as 
Friend-Of-A-Friend (FOAF) to describe people and organ-
izations, the bibliographic ontology (BIBO) for describing 
bibliographic objects, Lightweight Information Describing 
Objects (LIDO) for museums, Encoded Archival Descrip-
tion (EAD) for archives, the Machine Readable Cataloging 
Record (MARC) for libraries, and Dublin Core for web re-
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sources in general. The EDM can be considered an ontol-
ogy-driven conceptual model from the moment that it pro-
motes cultural data enrichment through the high-level 
structure of the CIDOC. The Europeana project is deemed 
a global reference in aggregating cultural archives in LOD, 
ensuring their semantic interoperability. 

As we have seen in this section, the trajectory of the data 
and conceptual models surveyed and discussed provides us 
with the realization that interoperability between infor-
mation systems in the culture domain has always been 
sought by the communities involved. However, with the 
evolution of semantic web technologies for representing in-
formation resources, the semantic treatment of data has be-
come much more sophisticated and attractive for applica-
tions, especially with the use of knowledge organization 
tools with formal rigor such as ontologies. In this field, 
foundational ontologies stand out in the sense that they 
support, by means of a formal and independent category 
system, domain ontologies, clarifying the intended meaning 
of the terms adopted by means of a set of semantic distinc-
tions, avoiding ambiguity between concepts and relations, 
and improving, mainly, the quality of information represen-
tation in digital documents, making them more intelligent 
and therefore facilitating integration, alignment between 
schemas and vocabularies, and, finally, the data interpreta-
tion process by information retrieval systems. In this con-
text, the modeling proposal of a semantic metadata scheme 
applied in this study stands out before the models raised and 
discussed in this section, including, for example, the ontol-
ogies in the cultural heritage domain CIDOC CRM and 
EDM, because the proposal of this research considers in its 
taxonomic structure, this research proposal considers in its 
taxonomic structure, foundational ontologies such as 
DOLCE and DUL (Borgo and Masolo 2009), which allow 
to formally describe from meta-categories based on cogni-
tive, philosophical and linguistic aspects (event, object, 
agent, time, space, just to name a few) digital documents in 
various types of media in the context of cultural heritage. 

The multimedia context, meanwhile, is modeled in on-
tologies selected for use and reuse from metadata typologies 
that characterize media resources, namely: content inde-
pendent (metadata for management and administration of 
information resources), content dependent (visual 
metadata and for audio, both considered primitive level and, 
generally, their contents are extracted automatically by com-
putational algorithms); content descriptive (metadata that 
associates media entities with real world entities); and prov-
enance (metadata that describes the origin and production 
methods of the digital surrogate) for describing cultural ob-
jects in varied contexts and needs. The formal semantics, 
therefore, coming from the Semantic Web standards by 
which its structures are represented, in addition to provid-
ing means of transmission in some agreed syntax, ensures 

that the intended meaning of the semantics attached to the 
databases of cultural institutions can be shared between dif-
ferent applications, especially in projects aimed at integrat-
ing cultural collections in a linked open data environment. 
 
3.0 Methodology 
 
This study can be classified according to its research prob-
lem, objectives and technical procedures for data collection 
and analysis. Based on its approach to the problem, it can be 
considered qualitative, given the need to understand the lit-
tle-known phenomenon investigated. As such, the determi-
nation, analysis and description of the methods and tech-
niques suited to the research processes involved were possi-
ble by understanding this phenomenon, namely 3D digiti-
zation and its organized documentation published on a spe-
cific digital repository inherent to outdoor cultural heritage 
assets. 

Based on its objective, this study can be classified as: i) 
exploratory, since it investigated and enhanced ideas about 
an emerging issue involving describing cultural and multi-
media documents, including 3D models, which required a 
detailed analysis of the literature and specific cases in this 
regard; ii) descriptive, because it identified and described 
characteristics of the phenomenon studied based on the lit-
erature and specific empirical material; and iii) explanatory, 
given that based on the nature of the metadata identified in 
each stage of the proposed workflow for documenting digi-
tal 3D replicas, potential standards and vocabularies for de-
scribing these resources were indicated and the reasons for 
recommendation explained. With respect to the final point, 
an experimental method was used as support, since a repos-
itory was created and configured to establish some of these 
standards and vocabularies in order to propose a semantic 
metadata model for cataloging digital 3D replicas. 

In relation to data collection and analysis procedures, the 
present study can be classified as bibliographic and documen-
tal because it used material published in the scientific litera-
ture as a source, including articles, conference annals, tech-
nical research reports, theses, dissertations, standards and 
documentary sources underlying the listed vocabularies. 

The following subsections present the methodological 
stages of the study: 3.1 provides a general overview of the 
methodology proposed to identify, digitize and access the 
cultural heritage assets studied here; 3.2 presents the meth-
ods and techniques applied to identify, select and analyze 
the vocabularies recommended in each workflow proposed 
in 3.1; and 3.3 describes the technical procedures used in the 
mapping and prospection of technological solutions used as 
reference to compile a semantic repository as support for 
the digitization and creation of digital collections. 
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Documenting outdoor cultural heritage assets 
 
The 3D Digital Heritage: Modern Rio project (Patrimônio 
Digital 3D: O Rio Moderno in Portuguese) is focused on 
documenting open and medium-large scale cultural herit-
age assets in the city of Rio de Janeiro. By open we mean 
both in the sense of their location in open spaces and the 
fact that they are openly accessible to the public, fostering a 
common sense of ownership and responsibility to care for 
them that relates to heritage conservation. The selected 
monuments and sculptures are from the Brazilian modern-
ist period, an artistic movement expressed in architecture, 
landscape architecture, art, poetry, and literature. For al-
most a century, Brazilian modern and postmodern architec-
ture and landscape architecture were world renowned. The 
focus on modern and contemporary history is therefore jus-
tified by the target institution, and the long-term objective 
is to interpret the choice and placement of public monu-
ments in their historical context. Technology is the means 
by which the objective is achieved and not the objective it-
self. 

The proposed methodology for documenting the out-
door cultural heritage assets is detailed in (Medeiros e Sá et 
al. 2019). The workflow consisted of three stages: i) identi-
fying the heritage assets based on a combination of expert 
and community-led efforts; ii) producing the digital 3D rep-
lica; and iii) accessing the digitization results. Given that the 
purpose of this workflow was to document the entire pro-
cess of digitizing outdoor cultural heritage assets, these 
stages are briefly described below to support the identifica-
tion and description of the underlying metadata for each 
stage. 

The process of identifying objects and their context 
metadata is partially collaborative. Participatory approaches 
can be used (Echavarria et al. 2018), whereby experts and 
community members join forces to establish what heritage, 

historical and present-day heritage are and how they are rel-
evant to communities. To that end, as starting point we used 
the Inventory of Monuments in Rio Janeiro12, a voluntary 
initiative that collected and published an inventory of pub-
lic sculptures as well as interesting facts about several mon-
uments based on historical sources. Our curators then se-
lected a subset of sculptures of interest to define as priority 
for digitization based on several criteria, including technical 
restrictions, artistic relevance, context in the city and aes-
thetic considerations. The selected subset for the first phase 
of the project is illustrated in Figure 1, from left to right: 
 
– Monumento à Juventude Brasileira (Monument to Bra-

zilian Youth): Bruno Giorgi (1905-1993), a renowned 
Brazilian sculptor with Italian ancestry. Located at Gus-
tavo Capanema Palace in the city center.  

– Mulher (Woman): Adriana Janacópulos (1892-1978), a 
Brazilian sculptor of Greek descent. Located at Gustavo 
Capanema Palace in the city center.  

– Evangelista Matheus (Matthew the Apostle): Alfredo 
Ceschiatti (1918- 1989), a Brazilian sculptor of Italian 
descent. Located in Catacumba Park in the city’s South 
Zone.  

– Estrutura (Structure): Sergio Camargo (1930-1990), the 
youngest artist in this initial set. Located in Catacumba 
Park in the city’s South Zone.  

– Background,Painel UFRJ (UFRJ Panel): Roberto Burle 
Marx (1909- 1994), renowned Brazilian landscape archi-
tect. Located in the School of Architecture building on 
the main campus of the Federal University of Rio de 
Janeiro, on the artificial island Ilha Fundão. 

 
The second stage of the workflow, producing the digital 3D 
replica, was based on free and open-source software, includ-
ing data acquisition, image processing, production and as-
sessment of the digital 3D replica. For data acquisition, ter-

 

Figure 1. Set of monuments prioritized for digitization. 
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restrial and aerial photogrammetry were used (Gonizzi 
Barsanti and Guidi 2013), the latter only when necessary, 
using digital cameras to measure shape and texture and pho-
tometric properties to represent the shape and appearance 
of the digitized artifact. The data obtained were processed 
with photogrammetry software capable of automatically 
processing photograph datasets to produce a more accurate 
digital 3D replica. Since the 3D model was produced, it is 
important to assess its quality and document the entire dig-
itization process. This ensures that both the process and its 
result are transparent to expert users who work with data 
handling. 

The third and final stage, accessing the digitization re-
sults, allows the execution of post-processing phases that 
can be used to transform data into specific formats in order 
to provide access to digital 3D replicas through a variety of 
solutions (Potenziani et al. 2018), including web-based vis-
ualization, virtual reality platforms, orthophotographs and 
even the production of physical replicas via 3D printing. 
Additionally, from a technical standpoint, solutions can be 
adopted that combine digital information and physical ele-
ments of the environment, prompting discussion on the 
augmented reality context. 
 

Identifying, selecting and analyzing vocabularies 
for the documentation 

 
The methods and techniques used to identify, select and 
compile analysis categories involving a set of vocabularies 
were obtained from NeOn Methodology (Suárez-Figueroa 
et al. 2012), a scenario-based guide with a series of flexible 
steps to develop and reuse semantic vocabularies for the 
web. The Neon Methodology was chosen because it is a cur-
rent methodological guide tested and validated in different 
domains, especially multimedia annotation, provides LOD 
initiatives and comes from frameworks that are widely ac-
cepted in advanced fields such as software and knowledge 
engineering. These guidelines were used to identify and se-
lect semantic vocabularies aimed at annotating cultural her-
itage documents with multimedia features (particularly 3D) 
by searching the literature and semantic web repositories. 

The five methodological procedures followed are de-
scribed below, based on some of the scenarios proposed in 
the guide: i) identify knowledge resources in reliable 
sources, including multimedia ontologies, ontology-driven 
conceptual models and cultural heritage metadata stand-
ards; ii) assess these resources according to recommended 
criteria such as coverage, accuracy and consensus on the 
knowledge and terminology used in the resource; iii) select 
the most appropriate vocabularies for the candidate re-
sources assessed; iv) conduct a detailed analysis of the 
knowledge resources obtained and identify their underlying 
elements to create representations on different levels of ab-

straction (functional requirements and conceptual sche-
mas, among others); and v) represent the resources in sche-
mas to organize the knowledge acquired during analysis. 

Initially, a domain study was conducted via documen-
tary sources, including standards, articles and libraries of 
XML schemas related to metadata standards committed to 
the linked open data paradigm and aimed at describing art-
works, that is, documents from the cultural heritage do-
main. The Dublin Core, VRA Core and LIDO metadata 
standards were chosen as reference material and to acquire 
knowledge of the domain. 

Dublin Core13 was developed in the 1990s when the in-
ternet was growing. A discussion at the 2nd World Wide 
Web Conference in Chicago in October 1994 identified the 
need for an infrastructure to enable online resource discov-
ery. The Dublin Core Metadata Element Set (DCMES) be-
came an international standard in 2003 (ISO 15386). Ef-
forts to integrate Dublin Core with RDF language are cur-
rently becoming a reality. The Dublin Core Metadata Initi-
ative (DCMI) and Semantic Web communities focus on 
converting metadata format into metadata vocabulary, that 
is, a collection of carefully defined properties to create de-
scriptive sentences about resources (also known as 
namespaces). These changes introduced the notion of the 
Qualified Dublin Core to refine the resources described. 

The VRA Core14 was first developed in 1996. The cur-
rent version 4.210, released in 2007, is expressed as an XML 
schema to support VRA Core interoperability and registra-
tion exchange. It is an internationally recognized metadata 
standard used as both an independent format and approved 
extension schema for the METS15 (Metadata Encoding and 
Transmission Standard) for cultural heritage objects such as 
paintings, drawings, sculptures, architecture and photo-
graphs, among others. The VRA Core Oversight Commit-
tee 16 (Core OC) is a current initiative to produce an RDF 
ontology based on the XML Schema version that enables 
descriptions to be shared and interact with other web-based 
linked data resources, allowing users to easily find relevant 
images of cultural heritage objects, locations and subjects. 

LIDO17 is an XML harvesting schema developed in 2008 
from several existing metadata standards. It was the result of 
a joint effort by international communities, including the 
CIDOC, to create a common standard that provides infor-
mation and content on cultural heritage for multilingual 
portals and other aggregation repositories. It also sought to 
address what communities identified as shortcomings in 
Dublin Core when used to describe cultural materials and 
their digital substitutes. 

Ontological resources for the multimedia annotation do-
main were selected based on an in-depth study presented by 
Lemos and Souza (2020), who compared and classified nine 
proposals based on the ISO MPEG-718 and Dublin Core. 
The study identified relevant characteristics that should be 
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included in these ontologies to ensure multimedia resource 
interoperability and retrieval in a semantic network. The re-
sult of the ranking of candidate ontologies for reuse ob-
tained in the comparative analysis identified the most prom-
inent ontologies for multimedia annotation, in the follow-
ing order: Media Ontology, M3O, COMM and M3 Multi-
media. 

Media ontology was proposed in 2009 by members of 
the W3C Media Annotation Working Group, which aims 
to improve interoperability between metadata schemas for 
web-based media resources, such as video, audio and images. 
The ontology was compiled using ontology engineering 
standards aimed at defining a set of key annotation proper-
ties to describe multimedia content, along with a set of map-
pings between the main metadata formats currently in use. 

The Multimedia Metadata Ontology (M3O) was created 
in 2010 as a comprehensive model to represent metadata 
that describe multimedia, including combinations of 
metadata standards and models to semantically describe 
multimedia document presentations. 

The Core Ontology for Multimedia (COMM) was de-
veloped in 2007 by a group of renowned researchers in the 
fields of multimedia, digital libraries and the Semantic Web. 
The main aim of COMM is to provide a fundamental con-
ceptualization for multimedia description, generally cover-
ing a specific domain that deals with this type of content. 
Recognizing the semantic limitations of MPEG-7 but tak-
ing into account that the standard is a well-established mul-
timedia knowledge base in the community, the COMM de-
velopmental team re-engineered it to create a formal repre-
sentation of MPEG-7 descriptors with the same terminol-
ogy convention. 

M3 Multimedia was created in 2012 as part of a compre-
hensive ontology (addressing different domains and lan-
guages) denominated the M3 Ontology Network19, the prod-
uct of a Spanish research project involving entities such as the 
Ontology Engineering Group (OEG).20 The Buscamedia 
project aimed to create a semantic search engine for multime-
dia resources with a view to achieving progress in the areas of 
semantics, audiovisual production and media distribution. 
The team that developed M3 included well-known research-
ers from the Facultad de Informática da Universidad Politec-
nica de Madrid and W3C Media Annotations Working 
Group. 

Finally, ontology-driven conceptual models for the cul-
tural heritage with coverage for provenance scenarios were 
selected based on a review of use cases in the literature in-
volving the description of 3D cultural objects, namely the 
Linked.art in Section 2.1 and CRMdig models. CRMdig is 
an ontology-driven conceptual model designed to semanti-
cally organize provenance metadata (Doerr et al. 2016). It is 
an extension of the CIDOC CRM ontology, capable of cap-
turing modeling and query requirements related to the 

provenance of digital objects (including production meth-
ods and stages) for a domain, especially cultural heritage. 

The results of the vocabularies analysed were organized 
by establishing analysis categories (shown in Table 1) based 
on use cases for different projects involving criteria for the 
development and reuse of semantic vocabularies described 
in the NeOn guide, as well as specific categories for 
metadata research. 

The first category, “nature of the multimedia metadata 
and the artwork itself”, requires elucidation because it in-
volves characteristics of metadata used to describe an actual 
physical work of art and its digital forms. This includes 
metadata about the types of media files and their 3D ob-
jects, metadata that describe the digital 3D object and the 
actual artifacts. As such, the elements of the vocabularies an-
alyzed were organized into three metadata categories (sup-
ported by the literature), as follows: content independent, 
content dependent and descriptive content metadata. 
 

Nature of the 
multimedia metadata 
and the artwork itself 

Characteristics of the artwork and 
the multimedia context covered by 
the vocabularies analyzed, thereby 
supporting the use and reuse process. 

Representation 
language 

Verifying the language that represents 
the components (classes, properties, 
instances, axioms, etc.) of the 
vocabularies analyzed. 

Code clarity How easy the code is to understand; 
if the entities in the structure follow a 
pattern, are clear and coherent; 
whether there are comments; and if 
the code is well documented. 
 

Knowledge 
extraction suitability 

Related to how easy it is to identify 
and extract parts of knowledge from 
the vocabularies analysed. 

Naming convention 
suitability 

Verifying the rules associated with 
naming (terminology) the 
components. 

Annotations in the 
terminology 

The existence and quality of the 
annotations in the terminology 
elements of the vocabularies 
analysed. 

Axioms in the 
terminology 

The existence of axioms in the 
elements of the ontologies analysed, 
thus ensuring restricted 
interpretations. 

Table 1. Analysis categories applied to the vocabularies. 

 
The “content independent metadata” category addresses 
the management and administration of information re-
sources and was grouped into four subcategories: i) creating 
and producing the resource; ii) classifying the resource; iii) 
information about the resource; and iv) using the resource. 
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Subcategory (i) contains characteristics that involve creating 
the artwork or media content and the resources associated 
with it; (ii) consists of characteristics aimed at classifying the 
artwork or multimedia resources, such as genre, subject, 
purpose, language, age classification, parental guidelines 
and subjective assessment; in (iii) the characteristics are re-
lated to the artwork or media storage, including format, 
compression and coding of the multimedia content; and in 
(iv) they reflect the rights of use, registration, availability 
and financial information about the artwork or multimedia 
content. 

“Content dependent metadata” was grouped under the 
visual metadata subcategory, whose content is generally ex-
tracted automatically by computer algorithms. Visual 
metadata cover characteristics such as color, texture, shape, 
movement, location of temporal space regions and facial (or 
object) recognition in media content. 

“Descriptive content metadata” associates entities within 
the content of the artwork or media content with those in 
the real world and were grouped into the following subcat-
egories: i) media segments; ii) content semantics; and iii) 
personalized content. Subcategory (i) is related to content 
structure in terms of multimedia segments; (ii) involves ob-
jects, event and notions of the real world that can be ab-
stracted from the artwork or multimedia content; and (iii) 
corresponds to personalized multimedia content formats to 
facilitate navigation, access and user interaction when con-
suming the content. 

In considering uses with greater social emphasis of the 
proposed representation of information around these three 
metadata categories that have been proposed here, it is 
worth considering how these metadata categories can be 
used to represent social, economic, and possibly political in-
formation about the artworks and their digital counterpart. 
By allowing an expanded use and reuse of this information 
for different types and potential curatorial practices, it is un-
derstood that the proposal extends its social value, which is 
understood to be one of the central goals of the documen-
tation of cultural objects. In this way, it is understood that 
the metadata from the “descriptive content” category can be 
used to describe social, historical, political and economic 
facts related to a given cultural object. In addition, it is un-
derstood that this metadata could describe potential educa-
tional uses of the work by proposing, for example, an edu-
cational activity that could be done and present a complete 
script for mediation with students. The fact that this cate-
gory involves events, facts, objects, and general real-world 
information that relate to a cultural object allows it to ex-
pand its capacity for abstraction and build potential uses of 
information that meet initiatives of extroversion of social 
values that are desired to be promoted by the curators of the 
collection. 
 

Mapping and prospection of technologies to 
organize digital collections 

 
Producing a digital environment to organize and manage in-
formation resources that support researchers in producing, 
processing and interpreting digital 3D objects and dissemi-
nate information to a wide audience requires continuous 
analysis of the best technological solutions, international 
standards and connections with social media to determine 
the information needs of users. In this respect, it is vital for 
the project to continue mapping potential solutions and 
prioritize the free format in order to identify the potential, 
weaknesses and social aspects that should be considered 
when proposing the repository architecture. 

The present study adopted the Tainacan digital reposi-
tory21 as a technological solution to organize and manage 
digital 3D collections. Given the previously mentioned 
characteristics of this repository, it is considered the best so-
lution for the project objectives to insert, store, handle and 
visualize 3D models, their objects and related metadata, al-
lowing efficient access, use, reuse and preservation of the in-
formation and ensuring the semantic integrity of the data in 
the LOD network. 

The methodology enables continuous modeling of the 
information environment and a customized prototype that 
meets all the previously described requirements. The mod-
eling includes a graphical interface, content classification 
formats, information retrieval modes, social interaction 
possibilities and an operational network for federated repos-
itories. The stages defined were: 
 
– identifying and assessing the information organization 

and documentation practices and conditions to define 
metadata (Section 3.1); 

– analytical study to propose a semantic conceptual model 
for description and representation of the collection (Sec-
tion 3.2); 

– technical treatment of existing documentation, involv-
ing collection, analysis, normalization, cataloging, en-
richment and availability on the Tainacan digital reposi-
tory platform (this section). 

 
The most important aspect of deciding to adopt Tainacan 
was the fact that the platform does not follow a rigid 
metadata standard for cataloging, allowing researchers to 
model their own set of metadata and, primarily, define a se-
mantic URI to model each metadata element, attributing 
meaning and preventing ambiguity when interpreting the 
concepts used. This results in an easily accessible tool that 
enables product information to be exported from the cata-
log to generate RDF models in the formats adopted for the 
study. 
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4.0 Results and discussion 
 
Section 4.1 presents the analysis results of vocabularies for 
physical artifact documents and their digital counterparts 
on the Semantic Web and a discussion on how these align 
with the nature of the metadata determined here. Section 
4.2 presents a metadata modeling prototype implemented 
on Tainacan based on some of the vocabularies analysed to 
catalog the digital 3D replicas produced for the project. 
 

Vocabulary analysis: processing digital 3D replica 
documentation 

 
The vocabularies were selected for use and reuse in projects 
involving information organization in the cultural heritage 
domain, particularly digital 3D replicas. This justifies the 
proposed use in each stage of the workflow outline in the 
project scope. 

Stage 1, identifying the heritage assets requires describing 
the artifact itself, depicted by the 3D model and referred to 
here as the Real World Object (RWO). In general, this object 
will be a public sculpture or monument in the city of Rio de 
Janeiro, but could also be a painting in a museum catalog. 
Thus, classification information would be useful for the se-
mantic aspects involved (descriptive content metadata). Con-
tent independent metadata are also needed to describe the au-
thor of the artwork, as well as cultural context, geographic lo-
cation, creation data, information sources, the title, historical 
period, material and techniques used in production, and au-
thor’s rights, among others. 

Stage 2, producing the digital 3D replica, requires 
metadata on the media object, referred to here as the Digital 
3D Replica (3DR), which contain information on the file 
format, size, location and necessary software. In this case the 
metadata depend on the technique used to generate the 3D 
model, which in our research was photogrammetry. Media 
and 3D objects are digital files that represent a sculpture, 
building, design, etc., and therefore require information such 
as format, number of geometric objects and scale for model 
composition and visualization. Additionally, a set of visual 
content dependent metadata (color, texture, shape, among 
others) can be obtained automatically by processing the pho-
tograph data involved in producing the digital replica. 

Stage 3, accessing the digitization results, demands 
metadata to describe the 3D Object (3DO) after processing 
for different purposes, including information about manag-
ing and personalizing this type of resource and portraying se-
mantic aspects, such as annotations on regions of interest, ob-
jects, places, events and periods within the context of the rep-
lica. These aspects should be linked to the specific semantic 
vocabularies (or ontologies) that depict the entities involved. 

The Dublin Core, VRA Core and LIDO metadata 
standards provide satisfactory coverage for the content in-

dependent category and can be used in all three workflow 
stages to describe the RWO, 3DR and 3DO. However, anal-
ysis of their structures showed no coverage aspects for con-
tent dependent metadata. It is important to note that both 
Dublin Core and VRA have qualifiers that expand the cov-
erage of their elements, which positively affects the model 
extensibility. Additionally, all three standards have exten-
sions for W3C representation languages, such as RDF, to 
ensure better insertion within the context and compliance 
with the interoperability demands of the Semantic Web and 
LOD. In the case of Dublin Core and LIDO, because a con-
solidated version already exists in RDFS, which is not yet 
the case for VRA, real entities represented in the media con-
tent can be linked to the semantic vocabulary (ontologies 
and the SKOS) of specific domains on the web. As such, 
with regard to the descriptive metadata needed in stages 1 
and 3 of the workflow process, the semantic content can be 
covered by Dublin Core and LIDO. 

The LIDO metadata standard seems to be the best suited 
to cataloging artworks because it was designed to deal with 
the digital content of cultural institutions, particularly mu-
seums, and is related to CIDOC CRM (Pitzalis et al. 2011). 
As a result, in conjunction with the cultural heritage ontol-
ogies discussed here (Linked.art and CRMdig), this stand-
ard can support the process of describing modernist sculp-
tures (workflow first stage) and their digital counterparts 
(remaining stages). The set of elements compromising its 
schema provides a category structure for organizing admin-
istrative and descriptive metadata, including classifying ob-
jects, author’s rights, relationships with other objects, and 
events the object participated in, among others. However, 
annotation supported by this standard will need to be com-
plemented with other vocabularies (cited in this study) in 
order to cover specific aspects involving objects portrayed 
using three-dimensional techniques and documentation of 
their forms of production, especially for the types of 
metadata required for documentation in workflow stage 2. 

The Media Ontology is recommended for content inde-
pendent metadata, which are particularly useful in work-
flow stages involving 3DR and 3DO documentation. This 
is justified by the fact this ontology has a satisfactory cover-
age rate in relation to COMM, as reported by Lemos and 
Souza (2020), whereas M3 Multimedia reuses the Media 
Ontology for this metadata category. 

COMM and M3 Multimedia offers descriptors suited to 
content dependent metadata, especially useful in workflow 
stage 2 for data processing to automatically generate 
metadata and, consequently, the 3D model. Both exhibit 
very similar visual coverage rates, particularly for descriptors 
involving color, texture, shape, and location of regions of in-
terest. Metadata to describe 3D characteristics are present in 
both ontologies, primarily for shape-related visual aspects, 
since both are based on MPEG-7 for multimedia content 
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description. This standard includes descriptors that may be 
useful in the present project because they cover 3D object 
characteristics such as symmetry, circularity, axis location, 
size and orientation of consecutive border segments, points 
of curvature and angles of curves. 

M3O and COMM offer organized descriptors based on 
an upper ontology and multimedia design patterns, in addi-
tion to addressing semantic differences between media con-
tent and realization, making them useful for semantic or-
ganization of descriptive metadata and therefore applicable 
in stages 1 and 3 of the documentation process. Its architec-
ture is modeled on an upper ontology (DOLCE for 
COMM; and DOLCE+DnS Ultralight – DUL for M3O) 
and the following three design patterns: Descriptions and 
Situations (D&S), Information and Realization Pattern and 
Data Value Pattern. The multimedia standards of both in-
clude the Annotation and Decomposition Patterns. In ad-
dition, multimedia standards operate under the semantics 
specified in the Information and Realization pattern, which 
represents the distinction between information objects and 
information realizations, whose separation is relevant in 
terms of providing a clear distinction between semantics 
(content of the media message) and data (media file for-
mat). Thus, annotations and decompositions may involve 
information objects and realizations. Metadata focused on 
content semantics are generally linked to instances of do-
main ontologies whose semantic labeling is organized 
within the taxonomy of an upper ontology. Both are part of 
a generic ontology that plays the role of organizing semantic 
labels from ontologies of specific domains into entities such 
as vent, object, time, place, etc., in addition to dealing with 
their relationships. 

In regard to data provenance, the taxonomy of CRMdig 
contains representative classes of objects and events (as well 
as other interactive entities, such as person, place, time, etc.) 
involved in the production of digital artifacts, including de-
vices, computer algorithms and people who participate in 
the workflow. Given the high level of the categories repre-
sented in the taxonomy of the model, metadata related to 
the 3D replica production cycle events can be structured 
based on five main issues: 
 
i)  the people or organizations who participated in the 

event; 
ii)  the location of the event; 
iii)  its date and time; 
iv)  the entities involved; and 
v)  the type of process and techniques applied. 
 
This information is vital to the treatment of digital replicas 
of cultural objects in terms of guaranteeing a transparent re-
lationship between the digital replica and real physical ob-
ject, and allowing repeatability and verifiability. 

Some event and object classes of CRMdig that could be 
applicable to the production stage of the digital 3D replica 
are: 
 
i. D2 Digitization Process: transition from material ob-

ject to digital representation; 
ii. D7 Digital Machine Event: creation of the digital ob-

ject with a device operated by a human actor; 
iii. D8 Digital Device: information on the device used in 

replica production, such as scanners and cameras, etc.;  
iv. D10 Software Execution: Information on the series of 

computer operations involved in producing the digital 
3D replica;  

v. D14 Software: Information of the software codes, com-
puter programs, procedures and functions used to pro-
duce the digital 3D replica; and 

vi. D21 Person Name: the name of the person involved in 
replica digitization. 

 
Content dependent metadata related to the digitization of 
the sculptures could be aligned with the CRMdig D9 Data 
Object class, which represents the direct result of a digital 
measurement, containing quantitative properties related to 
physical entities. Descriptive metadata for specific annota-
tions, that is, depending on the purpose of visualizing and 
accessing the replicas (workflow stage 3), could be organized 
into the following CRMdig event and object classes: 
 
i. D3 Formal Derivation: the events that resulted in the 

creation of versions of the digital 3D replica based on 
what was produced, whereby these versions share rep-
resentative properties with the original object, preserv-
ing the representation of some features but in a differ-
ent way; 

ii. D29 Annotation Object: the objects that describe the 
digital 3D replica, such as regions of interest, objects, 
places, events and periods involved in the context;  

iii. D30 Annotation Event: the events that created the an-
notation object; and  

iv. D35 Area (segmentation): information on the spatial 
location of a part of interest on the 3D model. 

 
The fact that CRMdig is an extension of CIDOC CRM, 
which also proposes a simplified data model in the context 
of linked open data (Linked.art ontology), means the nature 
of the previously discussed metadata can be structured and 
linked into generic classes, such as person, object, activity, 
place and time, given the common conceptualization of the 
three ontology-driven conceptual models. 

Finally, the metadata standards, multimedia ontologies 
and ontology-driven conceptual models analysed here cover 
the functional and nonfunctional requirements (Silva 
2014) deemed important to future proposals for a compre-
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hensive metadata modeling architecture to represent docu-
ments in the cultural heritage domain. Some of these re-
quirements are listed below. 
 
– Considers media content and realization in different for-

mats, such as audio, image, text, 3D models and video: 
separating objects and their realizations is important be-
cause content independent metadata such as file size or 
media location on the web are typically applied to infor-
mation realization, whereas descriptive metadata for 
multimedia content aim to describe the message to be 
conveyed to the consumer. As such, this separation is rel-
evant in that it provides a clear distinction between con-
tent semantics and the media resource. 

– Covers content independent, dependent and descriptive 
metadata: the vocabularies analyzed show reasonable 
coverage rates for multimedia content in the cultural her-
itage context. 

– Covers metadata to describe the real physical resource, 
digital resource and its provenance data: schemas such as 
LIDO and the CRMdig and Linked.art models can es-
tablish integration through the common taxonomy pro-
vided by the terminology and its core ontology (CIDOC 
CRM). Thus, events associated with the production of 
the artwork and digital 3D replicas can be aggregated by 
semantic entities such as people, objects, places and 
times, contextualizing heritage documentation and fa-
voring its retrieval. 

– Uses an upper ontology as reference: semantically bene-
fits the core taxonomy of the domain ontology by clari-
fying the intended meaning of the terms, supporting, for 
example, the integration of instances of media content 
with ontologies of specific domains. 

– Based on extended multimedia standards of ontology de-
sign patterns: mitigates the challenges of reuse with ac-
ceptable and memorable diagrammatic visualizations for 
a specific set of competence issues (problem and its solu-
tion). 

– Ensures semantic interoperability in relation to multi-
media content on the web: guarantees that the intended 
meaning of the captured semantics can be shared be-
tween different LOD applications. 

– Architecture allows separation of interests: the vocabu-
laries analyzed enable clear separation of interests in rela-
tion to media, as follows: semantics of cultural heritage 
content, knowledge related to information resource 
management, structure and features of the multimedia 
content. 

 
Table 2 summarizes the analysis results of vocabularies to 
guide use and reuse decisions regarding their structural as-
pects, based on predetermined functional and non-func-
tional requirements. 

 
Structure of the Tainacan repository for 
metadata modeling 

 
Tainacan was used to model a cataloging form to create the 
digital repository for the project. The present study adopted 
the metadata model suggested by Pitzalis et al. (2011) and 
proposed using metadata created in the LIDO to be 
mapped and represented based on the CRMdig ontology 
model. The aforementioned study was highly flexible and 
easily adjustable for application in a digital repository that 
allows dynamic metadata configuration, making it easier for 
the metadata proposed by the LIDO model to be adopted 
without major technical difficulties in implementation. 
Since the metadata were created in the repository, the model 
proposes mapping entities, relationships and attributes for 
CRMdig, making it possible to export metadata from a sys-
tem and computationally make it available in a semantic 
model in RDF. This is considered an important step in 
making it easier to adopt this type of standard for cultural 
heritage documentation, ensuring that the institution and 
professional have fewer concerns with standards that are eas-
ier to learn and implement, but more compatible with 
highly expressive ontologies (CIDOC CRM, for example) 
and allowing the metadata to be more widely reused. 

Regardless of the name attributed to facilitate under-
standing by repository catalogers, a semantic URI was at-
tributed to each metadata element according to the model 
used. For example, Figure 2 shows the metadata configura-
tion referred to in the platform as Digitization Date (Data 
da Digitalização da Obra), representing the CRMdig entity 
E61 Time Primitive in the model. Attribution of the seman-
tic URI allows the meaning of each metadata element to be 
identified without ambiguity. 

Since the metadata from the LIDO standard were con-
figured on the Tainacan platform based on the technical 
metadata creation functions of the software and attributed 
to CRMdig semantic identifiers, as suggested by Pitzalis et 
al. (2011), the comprehensive specifications and exhibition 
of a digital object are available to catalogers and end users. 
Figures 3 and 4 show the cataloging interface and the inter-
face for end users to navigate the digitized objects, respec-
tively. 

It is important to note that in order for the repository to 
display the 3D models, 3DHOP22 had to be adapted to 
Tainacan via Wordpress by installing and activating a 
plugin. The plugin developed23 is an ongoing study within 
the scope of this project and functions as an experiment 
aimed at exploring ways to connect 3D objects with digital 
repository management functions. Future research could 
develop additional functionalities and integrate other file 
formats in the environment. 
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Figure 2. Example of metadata configuration with semantic identifier attribution (in Portuguese). 

Figure 3. Administrative Interface for cataloging digital objects (in Portuguese). 
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Once the objects are available on the platform, cataloged 
and semantically defined, Tainacan provides an Application 
Programming Interface (API) that enables all the metadata 
to be accessed in JSON format. Since the API exports the 
entire configuration model for each metadata element used 
in the cataloging form, the URIs of each element can be 
identified and integrated into an ontology explaining the 
entities and relationships to compile a representation graph 
of each digital object. Figure 5 shows the result of exporting 
documentation from the Tainacan API in JSON format to 
the Digitization Date metadata. This makes it possible to 
represent the complete object using the CRMdig ontology 
and construct its graph in an RDF model. 

This experiment enabled a low technical complexity ap-
plication and easy to implement model, ensuring a mini-
mally technical software and creation of a highly expressive 
ontology for the cultural heritage universe. The software 
guarantees unique semantic identification of each metadata 
element and exports the data in an interoperable format that 

can be easily accessed and processed by a machine. Data 
could easily be collected from different repositories config-
ured in this way, ensuring their interoperability and the pos-
sibility of building aggregated search engines and analysing 
information. 
 
5.0 Conclusions and future work 
 
This exploratory experimental study analysed and com-
pared semantic models to create a 3D repository for mod-
ernist artworks in the city of Rio de Janeiro, Brazil. Based on 
a conceptual discussion aimed at investigating different an-
alytical models, vocabularies, metadata standards and ontol-
ogies, this study created a comparability reference to present 
patterns that allowed representation on three analysis levels: 
content independent, content dependent and descriptive 
metadata. The proposed analytical model was constructed 
using Neon Methodology, which was robust and efficient 
at explaining different dimensions and variabilities in the 

 
Figure 4. Visualization of a digital object and its metadata for end users (in Portuguese). 
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analysis of the vocabularies identified in the literature and 
bibliographical review. 

Analysis and comparability of semantic models provides 
the necessary conditions to select and reuse appropriate 
knowledge resources to represent a comprehensive struc-
ture capable of modeling metadata to semantically organize 
them into digital repositories. As discussed, knowledge re-
sources such as COMM and M3O can supply generic con-
cepts from multimedia design patterns along with metadata 
classes (independent content, dependent content and de-
scriptive) covered by ontologies (M3 Multimedia and Media 
Ontology) that provide clear separation of interests in rela-
tion to media, including content semantics, knowledge re-
lated to information resource management, structural as-
pects of content and characteristics of the documentary re-
ality of the multimedia type. 

In the specific case of the experiment presented, we 
opted initially to work with the LIDO standard as an easily 
accessible metadata model already known by the commu-
nity of cultural heritage experts that enables connection and 
integration (due to its representation in RDF) with multi-
media ontologies from specific domains, particularly the 
CIDOC CRM model and its extensions, including 
CRMdig for provenance scenarios and Linked.art for 
smoother insertion (in terms of usability) in the LOD 
movement. 

In this respect, the proposal of documenting open spaces 
cultural heritage assets based on well-established metadata 
standards and ontologies recommended by communities 
and regulatory bodies such as W3C and ISO is a unique and 
strategic approach in the search for intelligent solutions to 
describe machine-processable semantic-based multimedia 
content. Thus, the aspects of the first set of digitized repli-
cas in the project (RWO, 3DR and 3DO) were described us-
ing the recommended vocabularies. 

The delivery and consumption of 3D digital replicas 
through a repository envision the need for semantic integra-
tion of these multimedia resources in a network, allowing 
sharing and linking between several collections on the web. 
In this respect, the 3D Digital Heritage: Modern Rio pro-
ject aims to provide the community with a digital repository 
that allows users free access to collections of modernist cul-
tural heritage monuments and sculptures in Rio de Janeiro. 

The free software (Tainacan) used for the repository was 
easy to configure and implement, since it only requires de-
fining the metadata model and attributing a semantic iden-
tifier to each metadata element. After configuration, the 
digitized 3D objects were cataloged. The data were exported 
in JSON format via an API, aggregated and configured to 
represent and RDF file, which could then interoperate with 
other repositories, demonstrating its viability for semantic 
interoperability. 

We believe that the proposed solution represents a highly 
expressive model for 3D cultural heritage objects and is an 
accessible, easily implemented technology based on a widely 
known metadata model, with a large internet user base 
(WordPress). As such, we hope to contribute to the viability 
of implementing semantic digital repository solutions acces-
sible even for small or low-tech institutions, where there is 
still a lag in adopting these information representation and 
semantic interoperability models. 

In regard to future studies, this is an ongoing project 
with room for additional avenues. Using the proposed 
methodology, historians and curators worked on the infor-
mational context and links to other documentation bases in 
order to enhance the narrative of modern and contempo-
rary heritage in Rio de Janeiro. The semantic repository on 
Tainacan will continue to be developed and improved 
through a series of tests related to metadata handling and 
ontologies aimed at semantic annotation of digital 3D rep-

Figure 5. JSON for metadata exportation. 
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licas. Additionally, the conceptual model initially proposed 
based on LIDO and CRMdig will also be improved in order 
to integrate information about the digitized replicas in their 
original aspects in terms of provenance, media and 3D con-
tent, with the various collections of the cultural institutions 
available in the LOD semantic network. Based on this inte-
gration, different SPARQL queries with useful inference 
mechanisms will be implemented and tested in a triplestore 
to obtain more conclusive results about the semantic repos-
itory created in Tainacan. 
 
Notes 
 
1. MUSEUM P.: 3d Petrie museum. https://www.ucl.ac. 

uk/3dpetriemuseum/3dobjects 
2. STARC: Starc. http://public.cyi.ac.cy/starcRepo/ex 

plore/objects 
3. 3D-ICONS: 3d-icons. http://3dicons-project.eu/ 
4. FGV: Center for Research and Documentation of Con-

temporary Brazilian History. https://cpdoc.fgv.br/sobre 
5. FGV: School of Applied Mathmatics. https://emap.fgv. 

br/ 
6. In the context of the web, a resource is any artifact iden-

tifiable by a single identifier (e.g. a URI – Uniform Re-
source Identifier), such as digital documents expressed 
in different media. 

7. https://wiki.dbpedia.org/ 
8. Amon Carter Museum of American Art; Archives of 

American Art, Smithsonian Institution; Autry Mu-
seum of the American West; Colby College Museum of 
Art; Crystal Bridges Museum of American Art; Dallas 
Museum of Art (DMA); Indianapolis Museum of Art 
(IMA); Thomas Gilcrease Institute of American His-
tory and Art; National Portrait Gallery, Smithsonian 
Institution; National Museum of Wildlife Art; Prince-
ton University Art Museum; Smithsonian American 
Art Museum (SAAM); The Walters Art Museum and 
Yale Center for British Art. 

9. https://linked.art/index.html 
10. https://json-ld.org/ 
11. https://www.getty.edu/research/tools/vocabularies/ 
12. Inventory of Monuments in Rio de Janeiro. http://in 

ventariodosmonumentosrj.com.br/ 
13. http://www.dublincore.org/specifications/dublin-core/ 

dcq-rdf-xml/ 
14. https://www.loc.gov/standards/vracore/schemas.html 
15. http://www.loc.gov/standards/mets/ 
16. http://vraweb.org/vra-core-rdf-ontology-available-for- 

review/ 
17. http://www.lido-schema.org 
18. http://mpeg.chiariglione.org/standards/mpeg-7 
19. http://mayor2.dia.fi.upm.es/oeg-upm/index.php/en/ 

completedprojects/66-buscamedia/index.html 

20. http://www.oeg-upm.net/ 
21. https://wordpress.org/plugins/tainacan/ 
22. Open source framework for the creation of interactive 

Web presentations of high-resolution 3D models. Conf. 
:http://vcg.isti.cnr.it/3dhop 

23. https://github.com/tainacan/wordpress-3dhop 
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